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INTRODUCTION

In this paper we show that the (2-)category of categorical representations of the loop group em-
beds fully faithfully into the (2-)category of factorization module categories with respect to the affine
Grassmannian.

0.1. Why might one expect this kind of thing to be true?

0.1.1. Let X be a smooth curve and x9p € X a point on it. Let G be a reductive group.

A construction going back to A. Beilinson (and probably first fleshed out in [Ga(]) says that there
exists a family parameterized by X, whose fiber at x # xq is the product Grg,z X £(G)s,, and whose
fiber at zo is £(G)az,, where:

e Grg . is the affine Grassmannian of G associated with the formal disc D, around z;

e £(Q)a, is the loop group of G associated with the formal punctured disc D, around xg.

One can generalize this construction slightly, and construct a similar family parameterized by X"
for any n.

0.1.2. In modern language, this construction says that we can regard Grg as a factorization space,
and £(G)., as a factorization module space at zo with respect to Grg (see Sect. where the relevant
definitions are recalled).

Another insight of Beilinson’s, articulated in the early 2000’s, says that this factorization module
space is universal in the following (imprecise) sense: £(G),, should be isomorphic to the factorization

homology of Grg over Dg,:

(0.1) / Cro ~ £(C)ag,
B

whatever this means.

0.1.3. The above principle can be made precise in the topological setting:

The affine Grassmannian Grg is homotopy-equivalent to ©(G), the loop space of G. Hence, applying
Lurie’s non-abelian Poincaré duality, we obtain that the factorization homology of Grg over the circle
is homotopy-equivalent to

Maps,,.(S", G),

which can be regarded as a topological counterpart of £(G)az,.

0.1.4. The goal of this paper is to give an articulation of this principle in algebraic geometry. We do
so by finding an appropriate linearized statement.

There are (at least) two ways to linearize the above principle: 0-categorical and 1-categorical.

o

The 0-categorical way is straightforward: it says that the factorization homology of C.(Grg) on Dy,
(which can be made precise sense of) maps isomorphically to C.(£(G)z,).

This is a true statement, and it will serve as an ingredient in the proof of our main theorem, see

Sect. [0.2.6]
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0.1.5. The 1-categorical linearization is richer:

We can consider the category of D-modules on Grg as a factorization category, and we can take

o
its factorization homology over D,,. This is a monoidal category that maps to D(£(G)s,) (the latter
is viewed as a monoidal category under convolution), and we can ask whether this functor is an
equivalence.

The answer is “no” and that is for a simple reason: factorization homology of a category in the de
Rham setting is too loose a construction; we rarely expect it to be equivalent to something sensible.
However, we do expect that it has the “right category” as a quotient.

And indeed, this happens to be this case. Our main result, Theorem [2.1.6] is equivalent to saying
that the functor

/ D(Gre) — D(L(G)ay)

Dy
is a quotient.
0.1.6. Finally, we would like to draw a (loose) analogy between the above statement and the con-
tractibility result of [Ga2]:

The latter says that for a complete curve X, the pullback functor

D(Bung (X)) — D(Grg,ran)

is fully faithful.

Note also that in the global setting, the corresponding statement in topology is that the factorization
homology of Grg ~ Q?(BG) over X is homotopy equivalent to

Maps,_, . (X, BG),

cont

which is in turn homotopy-equivalent to Bung (X).
0.2. What is actually done in this paper?

0.2.1. In the main body of the paper we do not talk about factorization homology of categories over
the punctured disc. Rather, we formulate our main result as follows:

We can view D(£(G)+,) as a factorization module category at xzo with respect to the factorization
category D(Grg); as such it carries a commuting action of £(G)g, “on the right”. This structure allows
us to construct a functor

(0.2) £(G)zp-mod — D(Grg)-mod2t,  C s Cfcteo P(Gra),

where:

o £(G)z,-mod is the 2-category of categorical representations of £(G)s, (see Sect. [B.3] where
the definition is recalled);

° D(Grg)-modgfoCt is the 2-category of factorization module categories at xo with respect to
D(Grg) (see Sect. |1.4).

Our main result, Theorem says that the functor (0.2)) is fully faithful.
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0.2.2. Concretely, Theorem says that for C1, Csy € £(G)qo-mod, the functor

(0.3) Functe(a),,-mod (C1, C2) — FunCt p (6, moatecs (G 7001760, @5 etro P(G1a)y
xo

)

induced by (0.2)), is an equivalence.

It is easy to see that when proving this statement, one can assume that the source category, i.e.,
Ci, is a copy of Vect, equipped with the trivial action of £(G)s,. IL.e., we have to show that for
C € £(G)z,-mod, the functor

(0.4) inve(g),, (C) = Functp(g,)-moafact (Vectteo P(Gre) factag D(Gra)y
zq

induced by (0.2)), is an equivalence.
0.2.3. The first step in the proof of Theorem consists of rewriting the right-hand side of (0.4) in
terms of factorization modules over a factorization algebra.
Namely, we show that for any Ce D(Grg)-modiaom, we have a canonical equivalence
Functp gy, )-modfact (Vectt=0P(Cr6) G ~ wa, ,-mod ™ (C)yy
£

where:
® wcry is the dualizing sheaf on Grg, viewed as a factorization algebra in the factorization

category D(Grg) (see Sect. ;

. wc;rG—modf"m(é),c0 denotes the category of factorization modules at zo in C with respect to

warg (see Sect. [1.5.3)).

Thus, we obtain that Theorem [2.1.6] is equivalent to the following statement, which appears as
Theorem [3.1.7]in the main body of the paper:

The functor

(05) inVi)(G) (C) N wGrG_modfact (Cfactmo,D(GrG)) 7

1) -

induced by (0.2)), is an equivalence.

0.2.4. We now briefly indicate the main steps involved in the proof of Theorem [3.1.7}

The first step, which is the geometric core of the argument says that when proving (0.5)), one can
replace C by its maximal subcategory alm-inve (), (C), on which the action of £(G)a, is almost trivial
(see Sect. for what this means).

This step is carried out in Sect.[§land it involves playing with the geometry of the fusion construction.
0.2.5. Once we assume that the action of £(G)s, is almost trivial, there is no more “de Rham com-
plexity” in the game, and the idea is to try to mimic the topological argument.

The second step in the proof of Theorem [3.1.7] consists of replacing “almost trivial” by “trivial”.
This is done in Sect. @ by a categorical Koszul duality type argument.

This reduces the proof that (0.5) is an equivalence to the case when C = Vect. L.e., we have to show
that the functor

(0.6) Vect*(@Dewo _y wGrG-modfaCt (VectfaCt’”O’D(GrG))
)

is an equivalence.
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0.2.6. The third step in the proof of Theorem consists of establishing the equivalence (0.6). We
show that both sides admit monadic forgetful functors to Vect, and we show that the corresponding
monads are isomorphic. This is done in Sect. [f]

That said, one could view/prove the assertion that is an isomorphism differently:

The left-hand side in identifies with the category of modules over C.(£(G)qs,), where the
structure of associative algebra on it is induced by the group structure on £(G)az,,-

The right-hand side in identifies with the category of factorization modules with respect to the
factorization algebra C.(Grg). Hence, it can be further identified with

( / C. (Grc))-mod.

Dzq

Hence, the assertion that (0.6) is an isomorphism is equivalent to the assertion that the map

( / O(Grg))—mod 5 C.(£(G)ay)-mod

o

Dag

is an isomorphism, which is the linearization statement from Sect.
0.3. Extensions, applications and relation to prior work.

0.3.1. Recall that our main result, Theorem [2.1.6] has the following form: it says that a certain
functor from the 2-category of modules over a given monoidal category to the 2-category of factorization
modules over a factorization category is fully faithful.

As far as we know, this is the second-of-its-kind result of this form. The first such result was
established in [Bogd|]. There, the main theorem says that a certain naturally defined functor

QCoh(LSE*" (Dyy))-mod — Rep(G)-modye*
is fully faithful, where:

o [o}
o LSE"(Dy,) is the stack of local systems with restricted variation on D, with respect to G

(defined as in [AGKRRV), Sect. 1.4]).

This result paves a way to questions of spectral decomposition in the restricted local geometric
Langlands theory, see [Gabl Sect. 2.6].

0.3.2. That said, one expects a stronger result to be true. Namely, we expect that (a similarly defined
functor)

(0.7) QCoh(LSc(Da,))-mod — Rep(G)-mod™™*
is fully faithful, where:

e LS (Dg,) is the stack of de Rham local systems on D, with respect to G.

A result of this form would be of crucial importance for the full (i.e., unrestricted) local geometric
Langlands theory.

0.3.3. Note, however, that when G = T is a torus, the functor (0.7]) identifies with the functor (0.2))
for the dual torus.

So, thanks to our Theorem [3.1.7} the fully-faithfulness of (0.7) is known for tori.
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0.3.4. For a non-commutative G, one can formulate the following conjecture:

Recall that to a category C acted on by the loop group, one can associate its Whittaker model,
Whit(C), see [GLC2| Sect. 1.3.3]. Moreover, this construction works in the factorization setting.

Thus, on the one hand, we can consider
Whit(G) := Whit(D(Grg))
as a factorization category.
On the other hand, we can consider the monoidal category
bi-Whit(£(G)z,) := Ends(g)zo_mod(Whit(D(ﬁ(G)zo)).
A construction similar to (0.2 gives rise to a functor

(0.8) bi-Whit(£(G) s, )-mod — Whit(G)-mod?*.

zo
We conjecture that the functor is fully faithful. (Note that when G is a torus, the Whittaker
operation is the identity functor, and the functor is just the functor (0.2)).

0.3.5. Now, the geometric Casselman-Shalika equivalence says that we have an equivalence of factor-
ization categories

Whit(G) ~ Rep(G),
where G is the Langlands dual group of G.

And one of the conjectures in local geometric Langlands says that

o

bi-Whit(£(G)ey) ~ QCoh(LSe(Da4,))
as monoidal categories.

Under this equivalence, the functor (0.2) is supposed to correspond to the functor . This is the
basis for believing that is fully faithful.

0.3.6. Up until now, we have discussed the idea that (0.1]) is an equivalence, when we linearize our
algebro-geometric objects by applying the functor D(—).

One may wonder, however, whether one could expect a similar behavior when we linearize by means
of QCoh(—) instead.

The answer is that an analog of Theorem [2.1.6] will fail in this case. We explain a counterexample
in Sect. [10.6]

That said, this failure (at least, in our example) happens for subtle homological algebra reasons
(it takes place, so to say, at the cohomological —o0). It is not impossible that one could modify the
definitions around the objects involved and make an analog of Theorem [2.1.6] hold.

0.3.7. We now explain one concrete application of our Theorem [2:1.6] rather in its incarnation as
Theorem [3.1.7] to usual representation theory.
Int

Let x be a non-negative integral Kac-Moody level. To it we can associate a chiral algebra V¢ ..

For example, when G is semi-simple and simply-connected, Vg‘fﬁ is the “maximal integrable quotient”

of the vacuum chiral algebra V, .. When G is a torus, VIC?’“K is the lattice chiral algebra.

It is known that at the level of abelian categories, the category Vg‘fn—modﬁft is equivalent to the

category Rep(£(Q)a,, k) of integrable Kac-Moody modules at level &, i.e., representations of the central
extension R
1= Gm = £(@ryzo = L(G)zy — 1,

corresponding to x, on which the central G,, acts by the standard character.
In Theorem [[0.1.8] we show that this equivalence continues to hold at the derived level.

It is known that the category Rep(£(G)q,, k) is semi-simple (even at the derived level). So the
content of Theorem |10.1.8|is that there are no higher Exts between irreducible objects of Vlc‘;“fﬁ-modi%“.
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0.4. Structure of the paper. We now explain the structure of the paper section-by-section.

0.4.1. In Sect. We supply some background in factorization, mostly borrowed from |[GLC2| Sects. B
and C].

0.4.2. In Sect. [2f we construct the functor (0.2)), state our main result (Theorem [2.1.6)) and reduce it
to the case when the source category is Vect.

0.4.3. In Sect. [3| we state Theorem which says that (0.5) is an equivalence. We prove that
Theorem [3.1.7] is logically equivalent to Theorem |2.1.6

The rest of the paper (up until Sect. is devoted to the proof of Theorem

0.4.4. In Sect. We discuss the notion of almost trivial action of a group (in particular, a loop group)
on a category.

We state Theorem [L.7.3| that says that for the proof of Theorem [3.1.7] we can assume that the action
of £(G)z, on C is trivial.

We show that Theorem [.7.3] allows us to reduce Theorem [3.1.7 to the case when C = Vect.
Theorem will be proved in Sects. m-@

0.4.5. In Sect. [§] we prove several technical statements formulated in Sect. [4]

0.4.6. In Sect. [f] we prove Theorem for C = Vect by a direct calculation, which amounts to an
algebro-geometric incarnation of a particular case of Lurie’s non-abelian Poincaré duality.

0.4.7. In Sect.|7| we prove Theorem for a torus using local geometric class field theory.

0.4.8. In Sect. [8| we supply a key geometric argument that tackles Theorem in the non-abelian
case.

0.4.9. In Sect. g we finish the proof of Theorem

0.4.10. In Sect. we discuss the application of our Theorem to integrable Kac-Moody repre-
sentation. In addition, we disprove a coherent version of Theorem [2.1.6]

0.4.11. In Sect. |A]l we (re)collect some material pertaining to the theory of D-modules on algebro-
geometric objects of infinite type.

0.4.12. In Sect. We (re)collect some material pertaining to categorical representations of groups and
in particular, loop groups.

0.4.13. In Sect. [C] we supply proofs of statements pertaining to factorization categories and modules.
0.5. Conventions and notation.

0.5.1. Throughout the paper, we will be working over a ground field k, assumed algebraically closed
and of characteristic 0.

0.5.2.  We will be working with k-linear higher algebra. The basic object of study for us is the co-
category of k-linear DG categories, denoted DGCat (see [GRI] Sect. 1], where the relevant definitions
are discussed in detail).

The oco-category DGCat carries a symmetric monoidal structure, the Lurie tensor product. Its unit
is the category Vect of chain complexes of k-vector spaces.

In particular, all objects of DGCat are automatically enriched over Vect; for C € DGCat and
c1,c2 € DGCat, we will denote by Homc(c1,c2) the corresponding object of Vect.

The category DGCat has an internal Hom, denoted
FunCtDGcat(Cl, Cg), C,,C3 € DGCat.
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0.5.3. As we will be interested in D—moduleﬂ we can stay in the world of classical (as opposed to
derived) algebraic geometry. By a prestack we will mean a (presentable) functor

(Sch®™™)°P — o0 -Grpds,
where Sch®® is the category of classical affine schemes over k.

All specific classes of algebro-geometric objects (e.g., schemes, ind-schemes, algebraic stacks, etc.)
are full subcategories in the category PreStk of prestacks.

0.5.4. The theory of D-modules on prestacks locally of finite type is built in [GR2] Chapter 4]. An
extension to relevant algebro-geometric objects of infinite type is discussed in Sect. [A]

0.5.5. The material in this paper that has to do with factorization relies to a large extent on [GLC2].
We make a brief review in Sect. [I} and refer the reader to loc. cit. for details.

0.5.6. The main result of this paper, Theorem [2.1.6] talks about comparing 2-categories.

In this paper, by a (k-linear) 2-category, we will mean an oco-category enriched over DGCat. In
particular, given a 2-category €, and ¢1,c2 € €, we will denote by

Functc(ch CQ)

the corresponding object of DGCat.

0.5.7. The main source of 2-categories will be of the form
A-mod,
where A is a monoidal DG category, i.e., an associative algebra object in DGCat.
Objects of A-mod are A-module categories, and for C;,Cz2 € A-mod,
Functa-mod (C1, C2)

is the naturally defined category of A-linear functors.
0.5.8. All other conventions and notations follow ones adopted in [AGKRRV] and [GLC2].

0.6. Acknowledgements. The third author would like to thank Sasha Beilinson for generously shar-
ing his ideas, in particular about the factorization perspective on local representation theory and (0.1)).

We would like to thank Gurbir Dhillon for helping us with an observation that proved crucial for
Theorem (see Remark [10.4.3).

We would also like to thank Sam Raskin for some very helpful discussions on topics related to this
paper: much of the mathematics that this paper relies on was developed in collaboration with him.
1. BACKGROUND AND PRELIMINARIES

For the readers convenience, in this section, we will (re)collect the definitions of the main players
appearing in the paper. The discussions will mostly repeat [GLC2, Sect. B and C].

1.1. The arc and loop groups. The material here follows [GLC2] Sects. B.3 and B.4].

1.1.1. The Ran space of X, denoted Ran is a prestack that attaches to a test affine scheme S the set
of finite non-empty subsets of Hom(S, X).

We let Ran,, be a variant of Ran, where we consider finite subsets with a distinguished element
corresponding to

S —pt 38 X.

1Except Sect. m



10 LIN CHEN, YUCHEN FU, DENNIS GAITSGORY AND DAVID YANG

1.1.2. For an S-point z of Ran, let @z be the complete formal disc around z, i.e. the completion of
S x X at the union of graphs of the maps comprising z. This is ind-affine ind-scheme. We let D, be

the colimit of @g taken in the category of affine schemes.

For example, for x = {zo} and S = Spec(R), if t is a local coordinate at xo, then

~

D, = Spf(R[t]) := CO}Lim ” Spec(R[t]/t") and D, = Spec(R][t]).

o
The above union of graphs is naturally a closed subscheme of D;. We denote by D, the open
complement. This is also an affine scheme.
In the above example,

o

Dy = Spec(R((t)).

1.1.3. We let £7(G)ran be the group-scheme over Ran, whose points are pairs (z,g), where z €
Hom(S,Ran) and g is a point of Hom(D,, G). Note that the latter is the same as Hom(D,, G), since
G is affine.

We let £(G)ran be the group-scheme over Ran, whose points are pairs (z, g), where z € Hom(S, Ran)
and ¢ is a point of Hom(%g, G).

We will denote by (—)ran,, and (—)z, the base change of the above objects along Ran,, — Ran
and pt {ﬂ} Ran, respectively.

Explicitly, the group of S-points of £7(GQ)., is

Maps(Spf(R[t]), G) ~ Maps(Spec(R][t]),G) = G (R]t]) -
The group pf S-points of £(G)z, is
Maps(Spec(R((t)), G) = G (R(?)) -

1.1.4. The object of study of this paper is categories equipped with an action of £(G)s,. We refer the
reader to Sect. where this notion is reviewed.

1.2. Factorization spaces. The material here follows [GLC2| Sects. B.1 and B.2].

1.2.1. A factorization space T is a prestack Tran Over Ran equipped with the datum of isomorphisms:

(1.1) ‘TRan X (Ran X Ran)disj ~ (TRan X TRan) X (Ran X Ran)disj,

Ran,union RanXRan

where:

e (Ran x Ran)aisj; C (Ran x Ran) is the disjoint locus, i.e., the open subfunctor consisting of
pairs (z,,z,) € (Ran x Ran) such that Graph, NGraph, = 0:

e union is the union map Ran x Ran — Ran.

The isomorphisms (|1.1) must be equipped with a homotopy-coherent data of commutativity and
associativity.

Remark 1.2.2. We distinguish notationally Y and Ygran: the latter is a just prestack over Ran, and the
former taken into account the factorization structure.

1.2.3. Note that for (z;,z,) € (Ran x Ran)qis; and z = z; U z,, we have
Dy =~ Dy, UDg, and Dy =~ Dy, LDy, .

These isomorphisms endow £ (G)ran and £(G)ran Wwith a factorization structure. We denote the
resulting factorization spaces by £1(G) and £(G), respectively.
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1.2.4. A key geometric player is the factorization space
Grg == £(G)/£7(G).

Explicitly, for a point z of Ran, the fiber Grg, is the set of pairs (Pg, o), where:

e Pg is a G-bundle on Dy;

e « is a trivialization of Pg|o
Dg

Or equivalently, it is the set of pairs (T%Ob, B)

. ‘P%Ob is a G-bundle on X;

. . . lob
e [ is a trivialization of P%°"|x\s-

1.2.5. Let 7 be a factorization space. A factorization module space T, at xo with respect to T is a
prestack (Tm)ran, , over Rang,, equipped with the datum of isomorphisms:

(1.2)  (Tm)Rang, N X (Ran x Rang )disj = (Tran X (Tm)Rang, ) X (Ran x Rang, )disj,

ang ,union RanXx Ranzo
equipped with a homotopy-coherent datum of associativity against (|1.1)).

We will often think of T, as a prestack (Tom )z, equipped with an additional datum of extension to
a prestack over Rang,, all of whose fibers are specified by (1.2).

1.2.6. For a factorization space 7, the pullback

(JiRan,,0 = TRan X Ranzo
Ran

has a natural factorization structure against 7.

We denote the resulting factorization module space by T%t=0 . We refer to it as the vacuum factor-
ization module space at xo.

1.2.7. For a factorization space, one can talk about it having a unital, counital and corr-unital struc-
ture. See Sect. for their definitions.

For example, Grg is unital, £7(G) is counital, and £(G) is corr-unital.

If T is factorization space that is unital (resp., counital, corr-unital) and T, is a factorization module
space at o with respect to T, one can talk about T,, being unital (resp., counital, corr-unital) against
the corresponding structure on 7.

1.3. Factorization categories. The material here follows [GLC2) Sect. B.11]. The reader is referred
to loc. cit. for more details.

1.3.1. Let Y be a prestack (assumed locally of finite type). A crystal of categories C on Y is an
assignment:

e (S % Y) s Cs,y € D(S)-mod, where S is an affine scheme of finite type, and D(S) is viewed

!
as a symmetric monoidal category via the ® operation;

o (S1 EN S2) = Cgy .,y =~ D(S1) D% : Cs,,ys, Where y1 = y2 o f, and the symmetric monoidal
2

functor D(S2) — D(S1) is f.
e A homotopy-coherent system of compatibilities for higher order compositions.

1.3.2.  The most basic example of a crystal of categories is D(Y), whose value on every S % Y is D(S).
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1.3.3.  We let CrysCat(Y) denote the 2-category of crystals of categories over Y.
We have a naturally defined functor

(1.3) I'(Y,—): CrysCat(yY) — D(Y)-mod, C+— lim Cg,.
5%y

Recall (see [Gad| Definition 1.3.7]) that Yar is said to be I-affine if the functor (1.3)) is an equivalence.
For example Rangg is 1-affine (see [GLC2, Lemma B.8.15]).

1.3.4. For a map g : Y1 — Y2, there is a tautologically defined pullback functor
g" : CrysCat(Y2) — CrysCat(Y1).
When there is no ambiguity for g, for C € CrysCat(Y2), we will sometimes write

Q|‘dl = g*(g)

We have a naturally defined functor

g :T(Y2,C) = T'(Y1,g"(C)).

For C, € CrysCat(Y;), ¢ = 1,2, we define
C, X C, € CrysCat(Y: x Y2)
naturally: for y; € Hom(S,Y,),

(Q1 ®QZ)Sw(ylyy2> = (Ql)S,zn D‘(X;) (Q2)S,yz-

We have a naturally defined functor,
I'(Y1,C,) ®T (Y2, C,) — T'(Y1 x Y2,C, K Cy),
to be denoted
ci,c2 — c; Xca.
1.3.5. A factorization category A is a crystal of categories A over Ran, equipped with an equivalence
(1.4) union” (A)'(RanXRan)diSj ~ (AKX A)|(RanXRan)diﬁj
equipped additionally with a homotopy-coherent datum of commutativity and associativity.
Remark 1.3.6. Even though Ranggr is 1-affine, we distinguish notationally between A, A and
ARgan :=T(Ran, A).
That said, the data of , can be equivalently spelled out in terms of ARan.

1.3.7. The most basic example of a factorization category, denoted Vect, is when the corresponding
crystal of categories over Ran is D(Ran) itself.

1.3.8. Let T be a factorization space. Assume that Tran is locally of finite type. Then the crystal of
categories

(z € Hom(S,Ran)) — D(T3)

has a natural factorization structure.

We denote the resulting factorization category by D(T).
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1.3.9. A prime example of this is when 7 = Grg. This way, we obtain a factorization category D(Gr¢),
which is the second main player in this paper.

Remark 1.3.10. Let us weaken the hypothesis that Tran is locally of finite type. Instead, let us require
that for every z € Hom(S, Ran) (with S an affine scheme of finite type), the prestack T, is an ind-placid
ind-scheme, see Sect. for what this means.

In this case, the assignments
(z € Hom(S, Ran)) — D'(7,) and (z € Hom(S, Ran)) — D.(7.)
are crystals of categories equipped with natural factorization structures.
We denote the resulting factorization categories by
D'(7) and D.(7),
respectively.

1.3.11. Given a factorization category, one can talk about a unital structure on it. We refer the reader
to [GLC2l Sect. C.11]. Some of this material will be reviewed in Sect. |C|of this paper.

1.4. Factorization module categories. The material here follows [GLC2, Sect. B.12]. The reader
is referred to loc. cit. for more details.

1.4.1. Let A be a factorization category. A factorization module category C at xo with respect to A
is a crystal of categories C over Ran;, equipped with an equivalence

(1 5) union” (g) | (RanxRang ) disj ~ (A X g) ‘ (RanxRang ) disj
equipped with a homotopy-coherent data of associativity against (|1.4).

The totality of factorization module categories at x¢ with respect to A naturally forms a 2-category,
to be denoted
A—modia:ft.
1.4.2. We have a tautological forgetful functor
(1.6) oblva : A-mod* — DGCat, C i+ Cyy.

Note, however, that the functor (1.6) is not conservative. Rather, it induces conservative functors
between Funct categories. As a formal corollary, we obtain the following;:

Lemma 1.4.3. Let F : C; — Cs be a 1-morphism in A-mod?O“ that admits an adjoint (on either
side). Then if
oblva (F') : oblva(C1) — oblva(Ca2)

is an equivalence, then so is F.

1.4.4. The category A—modffoCt has colimits that commute with the forgeftul functors
(1.7) A-mod?* — D(S)-mod

for any z : S — Ran.

Assume now that A is such that for any z : S — Ran, the category Ag, is dualizable. Then
A-mod.‘;‘h‘oCt also contains all limits that commute with the forgetful functors ([1.7]).

1.4.5. Let T be as in Sect. [1.3.8] and let T,, be a factorization module space at x¢ with respect to 7,
also assumed locally of finite type.

Then the assignment
(z € Hom(S, Rang,)) — D((Tm)z)
is a crystal of categories that carries a natural factorization structure against D(T).
We denote the resulting object of D(T)-mod* by

D(Tm) € D(T)-modi*.
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1.4.6. Let A be a factorization category. The pullback of A along Ran,, — Ran has a natural
factorization structure against A.

We denote the resulting object by
A0 ¢ Amodet,
and refer to it as the vacuum factorization module category at xo.
Note that in the example of Sect. we have
D(T)etw0 ~ D(Tct=0),
where Tf%0 is as in Sect. m
1.4.7. Let ® : Ay — A be a homomorphism of factorization categories. For C2 € A2-mod* one
attaches an object
Ress(C2) € Al—modia[ft,

which is the universal object such that there is a morphism Ress(C2) — C2 compatible with @, see
[GLC2| Sect. B.12.11].

This construction will be reviewed in Sect. |§| of the present paper.

1.4.8. Given a unital factorization category A, one can talk about unital factorization module cate-
gories at xo with respect to A, see [GLC2| Sect. C.14]. We denote the resulting 2-category by
A—modia:ft.
When we want to ignore the unital structure on A, we will denote the resulting 2-category of
non-unital factorization module categories by

A_modiaoct»n.u..
There exists an obvious forgetful functor
(18) A-mOdI;ZLCt N A_modfca:]ct—n.w'

Note, however, that (1.8]) is not fully faithful. Yet, it is 1-fully faithful, i.e., it is fully faithful on the
Funct-categories.

1.5. Factorization algebras and modules.

1.5.1. Let A be a factorization category. A factorization algebra A in A is an object Aran € ARan,
equipped with an identification between
union'(A) € T ((Ran x Ran)gisj, union”(A)) and AKX A € T' ((Ran x Ran)aisj, A K A)
with respect to the equivalence (|1.4), and further equipped with a homotopy-coherent system of com-
patibilities.
Taking A = Vect, we recover the usual notion of factorization algebra.

1.5.2. Let ®: A1 — A2 be a homomorphism of factorization categories. Then ® sends factorization
algebras in A, to factorization algebras in As.

1.5.3. Let C be a factorization module category at xo with respect to A. Given a factorization algebra
A in A, we define a factorization A-module at zo in C to be an object M € Cran,,,, equipped with an
identification

union' (M) € T ((Ran x Rang, )aisj, union”(C)) and AR M € T ((Ran x Rang, )aisj, A X A)

with respect to the equivalence (1.5, and further equipped with a homotopy-coherent system of com-
patibilities.
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1.5.4. We let
A-mod™*(C).,

denote category of factorization A-modules at zo in C.
We have a naturally defined conservative forgetful functor
oblv4 : A-mod™*(C),, — Ca,-
1.5.5. In the particular case when C = A*=0 we will use a short-hand notation
A-mod := A-mod™ (AP0, .

In the particular case when A = Vect, and thus A is a usual factorization algebra we thus recover
the usual category
A-mode*
of factorization A-modules at zg.

1.5.6. Consider the pullback of Aran with respect to Ran,, — Ran. It has a natural factorization
module structure against A. We denote the resulting object by

Afactag ¢ A—modffoa.
We refer to it as the vacuum factorization A-module at zg.

1.5.7. Let ¢ : A1 — A2 be a homomorphism between factorization algebras in A. Then to ¢ one
attaches a restriction functor

Res : A2-mod™*(C),, — A1-mod™*(C),,,
see [GLC2| Sect. B.9.25].

This construction will be reviewed also in Sect. [C] of the present paper.

1.5.8. Let now & : A; — A be a homomorphism between factorization categories. Let A; be a
factorization algebra in A1, and set Az := ®(A1), which we view as a factorization algebra in A, (see

Sect. above).

Let C2 be an object of Az—modgi)Ct and set
Cl = ReSQ(C2),

see Sect. [L4.71
In this case, we have a canonical equivalence
(1.9) A1-mod™* (C1 )y ~ Az-mod™(Ca)ay

see [GLC2, Lemma B.12.14], to be reviewed in Sect.

1.5.9. Assume that A is unital. In this case, one can talk about a factorization algebra being unital,
see [GLC2| Sect. 7].

Let C be a unital factorization module category at xo with respect to A, and let A be a unital
factorization algebra in A. In this case, the category of factorization A-modules at xp in C contains a
full subcategory of unital factorization modules, see [GLC2] C.11.19], to be reviewed in Sect. |C| of the
present paper.

In this case, we denote this subcategory by A-mod™°*(C),,, and the category of not necessarily
unital A-modules by A-modf<*"%(C),,.
2. STATEMENT OF THE RESULT

In this section we state the main result of this paper, Theorem [2.1.6] and then reformulate it in
terms of the computation of a category of factorization modules with respect to a certain factorization
algebra.
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2.1. From loop group modules to factorization modules over Grg. In this subsection we will
construct a functor

(2.1) £(G)4y-mod — D(Grg)-mod e’

0o
with the basic property that it preserves the forgetful functors from both sides to DGCat.
2.1.1. Recall that Gre is a unital factorization space and D(Grg) is a unital factorization category,
see Sect. [L.3.9]and Sect. [C.1.16l
The functor (2.1) will be constructed by exhibiting a suitable bimodule category, to be denoted
D(L(G)4y)Bct=0P(Er6) which is an object of D(Grg)-mod£, and as such carries an action of £(G)a,.

Moreover, the underlying DG category of D(£(G)., )0 PG a) (ie., its fiber over 2o € Rang,)
will identify with D(£(G)q,) itself, with the £(G)s,-action given by right translations.

2.1.2.  The category D(£(G)z, )" =0°P(G76) will be defined as the category of D-modules on a certain
levelZd S s .
prestack, to be denoted Grceﬁliar?zo, which is a factorization module space at zo with respect to the

factorization algebra space Grg (see Sect. , and as such equipped with an action of £(G)a,.

el

levi
Moreover, the fiber of GrGe’R:r?zO at zo € Rang, will identify with £(GQ)4, itself, with the £(G)q,-
action given by right translations.

level3®
2.1.3. The space GrGe’V;;?mO is constructed as follows:

For an affine test scheme S and a given S-point z of Rang,, the fiber

level2®
0
Grc,z
level;i) . .
of Grg .. over it consists of the data of
) z0
(:PG7 a, 6)7

where:

e Pc is a G-bundle on S x X;
e « is a trivialization of P¢ over S x X — Graph,;
e ¢ is a trivialization of P over the formal completion of S x X along S X xo.

level2®
The (unital) factorization module space structure on Gr R:I?m is contructed using Beauville-Laszlo
;Rang

theorem.

1
The action of £(G)., on GrGe,Raan
this action preserves the factorization module space structure in above.

oo
velw0

is given by the standard regluing procedure. It is easy to see

level2? . . . . .
2.1.4. As in Sect. one can show GrG‘:: 0 is ind-placid, and there is a canonical equivalence

levelf_;?] level Zo

level>®
D!(GIG,g ) = Du(Grg , ). We will simply write D(Grg , “°) for these categories.
Now the assignment
level2®

T —r D(GrG,g IO)

is a crystal of categories over Ran,, that carries a natural (unital) factorization structure against

D(Grg). See Sect. We define
D(L(G)q,) ™0 PE6) € D(Gre)-mod et
to be this objectﬂ
2Using Proposition one can show
D(L(G) g )factmo,D(GrG) ~ Resp! (]3(}:(61)000)faccmo,D(z(c;)))7

where p' : D(Grg) — D'(£(G)) is the unital factorization functor given by !-pullbacks and Res  is the restriction
functor along it (see Sect. [1.4.7).
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By construction, D(£(G)4,) acts on D(£(G)a, )0 -P(E16)  We define the functor in (2.1) by

(2.2) C — D(L(Q)s, )0 PEre) o .
D(L£(G)zg)

By Corollary [B.4.12| and Sect. [1.4.4] the functor (2.2)) commutes with limits and colimits.

2.1.5. We can now state the main result of this paper:
Theorem 2.1.6. The functor (2.1) is fully faithful.

2.1.7. Before we proceed any further, let us remark that the functor (2.1) is not an equivalence.
Indeed, it is easy to exhibit an object in D(Grg)-mod®°* that which is not in the essential image of

&).
Namely, restriction to the unit section defines a factorization functor
' : D(Grg) — Vect.
Hence, we obtain a restriction functor
Res,: : Vect -rnodﬁfoCt — D(Grc)-modg‘i{ft,

(see Sect. [1.4.7).

Nonzero objects in the essential image of this functor do not lie in the essential image of the functor

(2.1) unless G is trivialﬂ

Remark 2.1.8. For the trival group, it is easy to see the corresponding functor
(2.3) DGCat — Vect-mod®c*

is fully faithful. However, it is not an equivalence. To see this, consider the Ran space Ran, for the
punctured curve X — xo. Write Ran, := Ran, U {(}, and consider the map

Jj : Rano — Rang,, y — y U {zo}.

One can show Ran,, viewed as a prestack over Ran,,, has a natural factorization structure against the
factorization space Ran (see Sect. [1.2.5). By Sect. we obtain a factorization module category
with respect to Vect, such that I'(Ran,,, —) sends it to D(Ran,). Moreover, using the unital Ran
spaces (see Sect. , we can upgrade it to a wunital factorization module category with respect to
Vect. In other words, we obtain a bizarre object, denote by

fact 5, ,disj fact
Vect >0 € Vect -mod,, ',

which is not isomorphic to the vaccum factorization module category Vect*zo | but has the same fiber
at zo (i.e. Vect). It is clear this obect is not in the essential image of (2.3]).

Remark 2.1.9. At the moment we do not know how to characterize (even conjecturally) the full sub-
category of D(Grc)—modfﬁoCt equal to the essential image of (2.1)).

2.2. Functoriality. In this subsection we establish a functoriality property of the construction in
Sect. with respect to homomorphisms of reductive groups.

3Sketch of proof: suppose Res, | (C) is contained in the essential image of (2.1). By Theorem below, we have

L@y

Cao wGrG—modfaCt(Reng (C))m(J ~ L!(wGrG )—modfaCt(C)ﬂcO ~ k—modfa“(C)mo ~ Cyy,

which is impossible unless G is trivial or C ~ 0.
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2.2.1. Let ¢ : G’ — G be a homomorphism between connected reductive groups. By a slight abuse of
notation we will denote by the same symbol ¢ the resulting homomorphism

L(GNzy = £(G) -
Let
Grg : Grgr = Grg
between (unital) factorization spaces.
Direct image with respect to Gry has a natural structure of (unital) factorization functor
(Grg)s« : D(Grg/) — D(Grg).

2.2.2. Note that we also have a morphism between (unital) factorization module spaces

level3® level2®
0 ro
(24) GrG',Raan - GrG,Raan ’

compatible with Grys and the right actions of £(G")s, and £(G)4,, respectively.
In particular, (2.4) induces a morphism

level2° level2®

zq z0

(2.5) G‘rrG,’RanmO X &(@)zy — GrG,RemmO’
£(G ey

compatible with the actions of £(G)x,, where (—) means “divide by the diagonal action of H.”

H
Moreover, the diagram
level2® level2°
0 z0
GrG',Raan X L(G)ag — GrG,RanzO
£(G)zq
GrG’,RanzO EE— GrG,Ranzg

in Cartesian.
In particular, we obtain that the morphism (2.5) is ind-proper.
2.2.3. Let us denote by Res, the restriction functor
D(Grg)-modf" — D(Grgs)-mod,
corresponding to the factorization functor (Grg)«, see Sect.

From Sect. [2.2.2] for any £(G)4,-module category C and the £(G’)s,-module category C’ given by
restriction along £(G)z, — £(G)z,, We obtain a naturally defined functor

(2.6) (C/)factzO,D(GrG/) N Cfactwo,D(GrG)7
compatible with Grg.

In particular, we obtain a 1-morphism
(27) (C/)factwg,D(GrG/) N ReSGr¢ (CfactzO,D(Grg))'
in D(Grg)-mode".

We claim:

Lemma 2.2.4. The I-morphism (2.7) is an isomorphism.

Proof. Follows from Proposition [C.10.20}
g

2.3. The first reduction step. From now on, until Sect. we will be occupied with the proof of
Theorem [2.1.6] In this subsection we perform the first reduction case: we show that we can assume
that the source object of £(G)s,-mod is Vect, equipped with the trivial action of £(G)q,.
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2.3.1. Let C be a category acted on by £(G). Let
(2.8) Cfcte0 P(G16) ¢ D(Grg)-mod
denote its image under the functor (2.2)).

The assertion of Theorem is that for C;, Cs as above, the functor

facty, ,D(Gr facty, ,D(Gr
(2.9) Functe(g),,-mod(C1, C2) —>FunctD<GrG’Ran)_mod%t(Cl 0-D( G),CQ 0:B( G))

is an equivalence.

In this subsection we will perform the first reduction step in the proof of Theorem [2.1.6] Namely,
we will show that we can assume that C; = Vect, equipped with the trivial action of £(G)z,-
2.3.2. First, since the functor (2.2)) is compatible with colimits, both sides in (2.9) send colimits in C;
to limits in DGCat.

Hence, it is enough to show that (2.9)) is an isomorphism on objects of £(G)-mod that generate this

category under colimits.

2.3.3. Note that a collection of generating objects for £(G)4,-mod provided by
(2.10) D(£(G)z,) ® Co,
where Cy is a plain DG category (i.e., the action of £(G)z, on (2.10) comes from the action by left
translations on the first factor).
This reduces the assertion that (2.9) is an equivalence to the particular case when Cj is of the form
D(&(G)zy) @ Co.
2.3.4. It is easy to see that for C; := C} ® Co, where the action comes from the first factor, we have
Functe(g),,-mod (C1, C2) ~ Funct(Co, Functe(g),,-mod (C1,C2))
and

factz(,D(Grg) factz(,D(Grg)
FunctD(GrG)_mod;%cc (Cl ’ CQ )

~

~ 1 facty,,D(Grg) facty,D(Grg)
~ Funct(Co, FunctD(GrG)_modgaoct (¢ aet=o .C,

))-
Hence, if (2.9) is an equivalence for C7, then it is an equivalence for Cj.
2.3.5. Thus we obtain a further reduction of the assertion that (2.9) is an equivalence to the case
when C; = D(£(@)ay)-
2.3.6. Note that both sides in (2.1)) have a natural symmetric monoidal structure:
In the left-hand side, if C1, C2 are DG categories equipped with an action of £(G)4,, then the tensor
product C1 ® Cz acquires a £(G)z,-action via the diagonal action map £(G)z, = £(G)ze X £(G)z,-

Furthermore, an object in £(G)z,-mod is dualizable if and only if the underlying DG category is
dualizable.

In the right-hand side, if C; and C, are factorization module categories at xo with respect to
D(Grg), then C; ® Cs (i.e., the tensor product of the corresponding crystals of categories over Rang,)
is naturally a factorization module category at xo with respect to D(Grg) ® D(Grg). We produce
the sought-for factorization module category at xo with respect to D(Grg) by applying the restriction
functor (see Sect. along the (unital) factorization functor

(AGer)* : D(Gr(;) — D(GI‘G X GI‘G) ~ D(Grg) ® D(Grg).
The following assertion follows from Lemma
Lemma 2.3.7. The functor (2.1) has a canonical symmetric monoidal structure.

Thus, we obtain that if C1 € £(G)-mod is dualizable, then the functor (2.9)) is an equivalence if
and only if it is an equivalence for C; replaced by Vect and Cs replaced by C{ ® Cs.
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2.3.8. Since D(£(G)) is dualizable as a DG category (and, hence, as an object of £(G)z,-mod), we
obtain that in order to prove that (2.9)) is an equivalence, it is enough to do so in the case when
C! = Vect.

In other words, it suffices to show that for C € £(G)z,-mod, the functor
(2.11) C*(D=o ~ Functe(g),,-moa(Vect, C) = Functp (g, )-modatact (Vectfet=0-P(Cra) factsy . D(Gra)y
0o

is an equivalence.

3. A REFORMULATION: FACTORIZATION MODULES FOR THE DUALIZING SHEAF

In the previous section we reduced the assertion of Theorem to its particular case, when the
source £(G)q,-module is Vect.

From now on we will focus on this particular case and we will formulate a statement, Theorem [3.1.7]
which talks about calculating the category of factorization modules for a particular factorization alge-
bra. We will show that Theorem [3.1.7] is equivalent to the above particular case of Theorem [2:1-6]

3.1. Factorization modules for the dualizing sheaf. In this subsection we state Theorem [3.1.
In a sense, this theorem on its own is no less interesting than Theorem [2:1.6} it gives a recipe of how
to calculate £(G)az,-invariants using factorization algebras.

3.1.1. Denote by mran the projection
Grg,ran — Ran.

It has a natural structure of map between factorization spaces, which we denote by

m:Grg — pt.

We consider
(3.1) 7' : Vect ~ D(pt) — D(Gre)
as a laz-unital factorization functor between unital factorization categories (see Sect. [C.5.1]).

The image of the unit factorization algebra k € Vect under 7' is a wnital factorization algebra,
denoted war, in D(Grg). The corresponding object

(WGrc)Ran S (D(GTG))Ran = D(GrG,Ran)
IS WGrg gan» €quipped with its natural factorization structure.

level2° level2®
3.1.2. Denote by mg,, “° the projection Grg p.? — Rang,. We can regard it as a map between
z0 ;Rang,,

factorization module spaces for Grg and pt, respectively, compatible with 7. Denote by
(7'7"%0)" : Vect ~ D(pt) — D(L(G)qy )0 P76

the resulting (lax-unital) functor between the factorization module categories with respect to Vect ~
D(pt) and D(Grg), respectively, compatible with 7' (see Sect. [C.7.1)).

According to[C.7.14] the functor (7'°*'%0)" induces a functor

(3.2) Vect ~ k-mod™* (Vect) sy — ware-mod™ (D(L(G),, ) w0 P(Ere))
where
(33) rgmod ™ (D(E(G)y) 0 P,

is the category of (unital) factorization modules at xo with respect to

ware € FactAlg(D(Grg))

facty ,D(Grg)

in the (unital) factorization module category D(£(G)az,) at xo with respect to D(Grg), see

Sect. [L5.4] and Sect. [L5.91
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3.1.3. The functor (3.2)) sends the generator e € Vect to an object
(3.4) (@120 0 € wiongmod™ (D(L(G)ag)*0 DT,
in (3.3]). Explicitly, this object is given by the dualizing sheaf

level
W tevelgs € D(Grg g
G,Rang

oo
:
KNt

equipped with its natural factorization structure with respect to war,, .

3.1.4. Note that the object (3.4) is naturally £(G)qs,-equivariant, with respect to the action of £(G)z,
on (B:3) induced from its action on D(£(G)x, )0 P(C*6) by right translations (see Sect. [2.1.3)).

Since
(D(E(G)Io)factzo,mc;m))E<G)Io ~ Vect™te0 P(GrG)

the object corresponds to an object
(3.5) gfacteg werg ¢ wGrG_modfact (Vectfactgpo,D(Grg))xo.
3.1.5. By functoriality, the object gives rise to a functor
(3.6) C* (D=0 ~ Functe(g),,-mod(Vect, C) — Warg-mod et (Cfctro PIGra))
for C € £(G)q,-mod.
3.1.6.  Over the course Sects. ][9] we will prove:
Theorem 3.1.7. The functor is an equivalence.

A particular case of Theorem [3.1.7] is:
Corollary 3.1.8. The functor is an equivalence.

3.1.9. In Sect. below we will show that the assertion of Theorem [3.1.7] is logically equivalent to
the statement that the functor (2.11]) is an equivalence. As we have concluded in Sect.[2.3.8] the latter
is equivalent to the statement of Theorem [2.1.6]

3.2. The implication Theorem = Theorem In this subsection we will show that
Theorem implies (the particular case of C; = Vect of) Theorem

The basic tool here is the adjunction of Proposition

3.2.1. Note that since the map mRran : Grg,ran — Ran is proper, the functor ﬂi{an admits a left adjoint,
given by (7Rran)i, compatible with the factorization structure.

We will denote by m the resulting (unital) factorization functor D(Grg) — D(pt) = Vect. The
functors (m, 7r!) form an adjoint pair as factorization functors, where 7' is laz-unital.

Denote by Resr, the resulting restriction operation on factorization categories, see Sect.

3.2.2. Recall that for a factorization category A, we denote by A0 the tautological (i.e., vacuum)

factorization module at xo with respect to A, see Sect.

In particular, for A = Vect, we can consider the (unital) factorization module category Vectfact=o
at o, which under the embedding

DGCat < Vect —modiaoct

corresponds to Vect € DGCat.

We claim:
Proposition 3.2.3. We have a canonical identification

Vect!2<tz0-P(Gra) Res, (Vectf‘“t:”(J ).

The proof will be given in Sect.
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3.2.4. Recall now that for the laz-unital factorization functor 7' there is a unital restriction operation
Res'1" : D(Grg)—modif:ft — Vect —mod;e:JCt,
see Sect.
Moreover, we have the following basic facts:

For C € D(Grg)-modf, there is a canonical identification:
(3.7) FunctD<GrG>_mod§%ct (Res, (Vect™0), C) ~ Functy,., -modsct (Vect™*=0 Res"(C)),
see Proposition [C.10.8|
For C € D(Grg)-mod®, we have
(3.8) Res" ™ (C),, ~ 7' (unitveer )-mod™* (C).,, ,
see Proposition [C.10.10]
3.2.5. Combining Proposition with and , we obtain an equivalence
(3.9) FunctD(GrG>,mod%ct (Vect@et=0-P(Gre) @) ~ FunctD<GrG),m0d;a(Jc¢ (Res, (Vect™'=0), C) ~

~ Functyect -modfact (Vect™*=0 Res"I"(C)) ~ Res ™ (C)., ~ 7' (unityect)-mod™(C),, =

= warg-mod™(C),, .

3.2.6. Let now C be an object of £(G)z,-mod. Unwinding the constructions, we obtain:

Lemma 3.2.7. The functor

B-11]
C* (D=0 Functp gy )-modfact (Vectfctzo-P(Gra) cfactzg.D(Gra))
z0

(3.9 fact fact D(Gr
~ warg-mod 7 (C*o ( G))xg

identifies canonically with the functor (3.6).

3.2.8. From Lemma we obtain that the assertion of Theorem [3.1.7]is equivalent to the statement
that the functor (2.11)) is an equivalence, which in turn is equivalent to the statement of Theorem

3.3. Proof of Proposition [3.2.3]

3.3.1. By construction, we can identify Vect®tz0-P(Gre) with

(310) (D(E(G)zy )20 D)) 2O,

where we take invariants with respect to the (right) action of £(G)z, on D(£(G)z, )2 0 PE76) | viewed
as a factorization module category at zo with respect to D(Grg).

We will now rewrite (3.10) slightly differently.

factmo
)

3.3.2. Consider the vacuum factorization module space over Grg at xo; denote it (Grg) see

Sect. The resulting factorization module category identifies with D(Grg )™=,

level2®

The £(G)4,-action on Gqu:I‘]JIO gives rise to an action of the Hecke groupoid Hecke,, at zo on
(Grg)fa<teo.

Tautologically, we can rewrite (3.10)) as
(3.11) (D(GrG)factzo )Heckewo '

Since Heckeg, is proper, we can rewrite also as
(3.12) (D(Gra)™ 0 ) Hecke, -
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3.3.3.  The functor of !-pushforward along
TRang, (Grg)®*=0 — Ran,,

gives rise to a functor

(2 )1 = D(Grg) =0 — Vect™t=o
as factorization module categories with respect to D(Gr) and Vect, compatible with the factorization
functor m : D(Gr) — Vect.

Moreover, the functor (mz,): canonically factors via a functor

(8.13) (D(Gr6) ™0 Jiteckes, — Veet™'0 .
i.e., a functor
(3.14) Vectf2etzo-D(Gra) _y yigcgfactso

as factorization module categories with respect to D(Gr) and Vect, compatible with the factorization
functor m : D(Gr) — Vect.

By the definition of the restriction operation Resy,, the functor (3.14) gives rise to a (unital) functor
(3.15) Vecteteo P(GT6) 5 Res,, (Vect™t=0)
as factorization module categories over D(Grg).

The functor (3.15) is the sought-for functor in Proposition

3.3.4. We will now show that (3.15) is an equivalence. In order to do so, we will apply Proposition
[C.10.20

Condition (i) in this lemma is satisfied because the morphism 7ran is proper. Condition (iii) is
satisfied, since at the level of fibers at xo, the functor (3.15) induces an identity endofunctor of Vect.

Hence, it remains to show that the functor (3.15) admits a right adjoint, viewed as a functor between
sheaves of categories over Rang,.

3.3.5. Pullback along TRang, is a functor

Vect™**0 — D((Grg)™"0),
which naturally factors via a functor
(3.16) Vect™*#0 — (D((Grg)™*=0))Heckeso,

Interpreting Vect°t=0-P(G16) a5 (311)), the functor (3.16) provides a right adjoint to (3.15).
O[Proposition

Remark 3.3.6. Unwinding the construction, one can describe the functor right adjoint (which is also

the inverse) of as follows:

By , a datum of a functor
(3.17) Res, (Vect™'70) — Vect*tvo-P(Grc)
is equivalent to that of a functor

Vectftzo _y Resl;?tl(vectfactzo,D(Grc))7

while the latter is equivalent to that of a functor
(3.18) Vect 70— Vectetzo-P(Gre)
of factorization module categories over Vect and D(Grg), respectively, compatible with 7.

The functor is given by the natural factorization of

T ¢ Vect™#0 — D((Grg)™0)

as
Vectfactxo N (D(GrG)factxo )Heckezo ~ Vectfactzo,D(GrG) .
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3.4. Example: the case of Vect. In this section we run a plausibility check for Theorem [3:1.7| when
C = Vect and the group G is semi-simple and simply-connected. We calculate explicitly both sides
and show that they are abstractly isomorphic.

3.4.1. Let us apply Theorem to C := Vect, viewed as an object of £(G)z,-mod, equipped with
the trivial action. We obtain:

Corollary 3.4.2. The functor
(3.19) Veet* D=0 -5 wap,-mod ™ (Vect o P(Gre)y
of (3.6) is an equivalence.

3.4.3. In Sect. mwe will show that the assertion of Corollaryis equivalent to a key calculation
involved in the proof of Theorem [3.1.7]

In the rest of this subsection, we will explain that the existence of an equivalence
(3.20) Vect*( @20 ~ e, -mod ™" (Vect?et=o - P(Gra)y
is a priori known, at least when G is semi-simple and simply-connected.
3.4.4. Recall that according to Proposition we have

Vect!2tz0-P(Gra) Res-, (VectfaCt:”U ).

Combining with (1.9]), we obtain
Warg-mod ™ (Vect™two DGre)y T~ (Warg )-mod™* (Vect ™0, =: m(warg )-modi‘"‘(ft,

where in the right-hand side, m(wa:,) is viewed as a plain unital factorization algebra, and -modffgCt
refers to the plain category of unital factorization modules at xo.

3.4.5. Assume now that G is semi-simple and simply-connected. Let agpg be the Lie algebr;ﬂ that
controls the rational homotopy type of the classifying stack BG of G, which is characterized by a
canonical isomorphism between cocommutative coalgebras

C.(apa) ~ C.(BG),
where the first C.(—) denoted the homological Chevalley complex of a Lie algebra.

Let ape,x = apg ® kx be the corresponding constant Lie*-algebra and UCh(aBC,v,X) be its chiral
universal enveloping algebra. We have the following result:

Lemma 3.4.6. Let

m(werg)™ = m(werg ) x [~1]
be the unital chiral algebra corresponding to the unital factorization algebra m(war ) (see [GLC2] Sect.
D.1]). We have a canonical isomorphism

m(ware) ™ ~ U™ (apa,x).

Sketch. By [Gall, Theorem 15.3.3], the augmented cocommutative factorization algebra®| A := m(wary)
and the augmented commutative factorization algebraﬂ B := C'(BG) are “Verdier dual” to each other

e Lie algebra apg is actually abelian. Indeed, apag) =~ , which is isomorphic to a polynomial algebra.
4The Li lgeb i tually abeli Indeed, C C (BG hich is i hic t 1 ial algeb
5A unital cocommutative factorization algebra is a unital factorization algebra A whose structural isomorphism

union! (‘A)‘(RanXRan)diSj i ('A X A) ‘ (RanXRan)disj

is extended to a not necessarily invertible map union!(A) — AKX A (and is equipped with a homotopy-coherent data
of commutativity and associativity). Being augmented means it is equipped with a homomorphism A — unitvect
compatible with the cocommutative factorization structures. Informally speaking, this means the cocommutative
coalgebra structure on the cochain complex C.(Grg) is naturally compatible with its factorization structure induced
from the factorization space Grg.

6A unital commutative factorization algebra is a unital factorization algebra B whose structural isomorphism is
extended to a not necessarily invertible map B X B — union'(B) (and is equipped with a homotopy-coherent data).
By [BDI} Sect. 3.4.20-3.4.22], knowing a unital commutative factorization algebra is equivalent to knowing a unital
commutative algebra in the symmetric monoidal category D(X). Via this correspondence, B is given by C' (BG) Q wx .
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after removing the augmented units. Here the notion of Verdier duality is developed in [Gal] and is
subtler than the usual one because the D-modules Aran and Bran are not compact. Nevertheless, [Hol
Theorem 1.5.9] shows that after passing to the chiral Koszul duals (see [FG| for what this means), this
Verdier duality becomes the usual one. In other words,

AV,KD ~ ]D)Xer(Bv’KD),

where AY'XP ig the Lie*-algebra that is Koszul dual to A, while BY"XP is the Lie*-coalgebra that is
Koszul dual to B. Since B|x is constant with !-fibers equal to C'(BG), we see BY"XP is constant with
I-fibers equal to the Koszul dual of C'(BG), which is just the Lie coalgebra (apg)*. It follows that
AYED is constant with *-fibers equal to the Lie algebra ape. In other words,

V,KD
A ~aBG,x-

By [FGl Proposition 6.1.2], this implies
A~ UCh(aBng).

3.4.7. As a corollary, we have

fact

ch ch Lie*
m(UJGrG)—mOdIO E?T](wc,rc) —modzo ZGBG,X—mOdIO .

Since apg,x is a constant Lie*-algebra, the above category is equivalent to the category of modules
over the Lie algebra

(3.21) ape ® C'(Dg,),
or which is the same, to the category of modules over
(3.22) U(apc ® C'(Dyy)).-

3.4.8. The category Vect*(%)#o is equivalent to the category of modules over
(3.23) C.(£(G)ao),
viewed as an associative algebra via the product operation on £(G)az, .

Let ac be the group-object in the category of Lie algebras that controls the homotopy of G. The
assumption that G is semi-simple and simply-connected implies that £(G)q, is connected and simply-
connected. According to |[GL, Theorem 1.4.4], the group-object in the category of Lie algebras that
controls the rational homotopy of £(G)z, is canonically isomorphic to

ac @ C'(D;O).
Hence,
(3.24) C.(£(G)gy) = C.(ag ® C'(D;O)).

The structure of an associative algebra on C.(ag ® C'(D,,)) is induced by the group structure on
ac ® C'(D,,) as a Lie algebra, where the latter results from the group structure on G.

3.4.9. Note that we have
ag = Q(GBG),

as group-objects in the category of Lie algebras, where Q(—) is the loop functor on the category of Lie
algebras.

Hence, we also have
ag ® C'(Dy,) ~ Qape ® C(Dx,))-
Finally, according to [GR2, Chapter 5, Theorem 6.1.2], we have
C.(2(=) = U(-),
and hence the associative algebras (3.22) and (3.23]) are canonically isomorphic.
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3.4.10. Summarizing, we obtain

Vect (D=0 ~ C.(£(G) 4, )-mod ~ C.(Qapc ® C'(D2,)))-mod ~

~U(ape ® C'(@io))—mod ~ m (Warg )—modfzagCt ~ o.J(;,rG—modfaC‘E (VectfaCt””O’D(GrG))xo.

4. PROOF OF THEOREM [3.1.7} REDUCTION TO THE CASE OF A TRIVIAL ACTION

In this subsection we will reduce the assertion of Theorem [3.1.7] to the case when C = Vect. The
main tool will be the notion of almost trivial action of a group on a category.

4.1. Almost constant sheaves. In this subsection we discuss the notion of almost constant sheaf on
a scheme of finite type. This notion will be relevant for defining the notion of almost trivial action in
the subsequent subsections.

4.1.1. Let Y be a scheme of finite type. Let
(4.1) D(Y)2m=const « D(y)
be the full subcategory generated by the constant sheaf k..

We have a canonical identification
(4.2) D(Y)*™ ot ~ (' (Y)-mod,
given by the action of C'(Y) on ky .

Remark 4.1.2. We warn the reader that the assignment Y — D(Y)*™°"t (ynlike its close relative
D(Y)%°"* gsee Sect. 4.1.4) is not a sheaf even for the Zariski topology. See, however, Sect. for a
descent-type statement.

4.1.3. The embedding (4.1) admits a right adjoint. In terms of the identification (4.2), this right
adjoint is given by
FeDY)— C(Y,F) € C(Y)-mod.
Thus, we can view D(Y)2m 18t a5 5 quotient of D(Y) by the full subcategory
{FeDY)| C(Y,F) =0}.

4.1.4. The category D(Y)*™ "t carries a natural t-structure, in which ky is in the heart.

Let
D (Y)q—const

be the left-completion of D(Y)*™ "t with respect to this t-structure. It is easy to see that the
embedding (4.1) extends to a fully faithful embedding

(4.3) D(Y)4°™" € D(Y).

The essential image of (&.3)) is the full subcategory of D"!(Y") consisting of objects, whose coho-
mologies with respect to either perverse or the usual t-structureﬂ admit a filtration with subquotients
isomorphic to k.

Remark 4.1.5. The (fully faithful) embedding
(44) D(y)alm—const N D(y)q—const
is not always an equivalence. E.g., it fails to be an equivalence for Y = P* (and, which is more, relevant

for us, for Y being a semi-simple group).

7One can mimic the definition of the usual t-structure on constructible sheaves and define its counterpart on
Dkl (Y.
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4.1.6. Assume that Y is connected and simply-connected. Choose a base point y € Y, and let Ly
be the Lie algebra that controls the homotopy type of Y (since Y is simply-connected, Ly sits in
cohomological degrees < —1). In particular, we have

C(Y)~C(Ly) and C.(Y) ~ C.(Ly).

The functor of *-fiber at y defines an equivalence
D(Y)¥°™* ~ Ly-mod.
In particular, we obtain that (4.4]) is an equivalence if and only if the universal enveloping algebra
of Ly is eventually coconnetive (equivalently, if Ly sits only in odd degrees).

Note also that if U(Ly) is not eventually coconnetive, the embedding (4.3)) does not preserve com-
pactness; in particular, its right adjoint is discontinuous.

4.1.7. Let
(45) D(y)w,alm—const N D(Y)

be the full subcategory of D(Y) obtained from ones in by é—tensoring with wy .

We still have an equivalence
(4.6) C' (Y)-mod ~ D(Y)«m-eonst,
given by sending

C(Y) € C(Y)-mod — wy € D(Y)«?m-const,
4.1.8. Note that Verdier duality identifies
D(Y)@-2lm-const o (py(y)alm-constyV
Under this identification, the functor is the dual of the right adjoint of .

4.1.9. Let now Y be an ind-scheme of ind-finite type:
Yo« coliim” Yi,
where Y;’s are schemes of finite type, and the transition maps Y;;, — Y;, are closed embeddings.
Recall that the category D(Y) is defined as
lizm D(Y3),
where the limit is taken with respect to the !-pullbacks.

Let
D(y)w,alm—const C D(‘l[j)

be the full subcategory equal to
lim D(Y;)«aim-const - lim D(Y;)
4.1.10. Recall that
C(Y) ~ 1ilm C'(13).
Hence, C'(Y) acts on wy € D(Y)«-2"m<ot and we obtain a functor
(4.7) C'(Y)-mod — D(Y)«m-const,
However, the functor is in general not even fully faithful (e.g., it fails to be such for Y = P>°).
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4.1.11. Note that we can also write
(4.8) D(Y) ~ Coliirn D(Y3),
with transition functors being given by *-pushforward.
We let D(Y)2m-cnst he the quotient category of D(Y), defined in terms of as
coliim D(Y;)im-const.
We do not know whether the category D(lj)"’”lm'ConSt is dualizable in general. However, we have:
(4.9) Functpacoas (D(Y)™™ " Vect) ~ D(Y)<-2m-const,
4.1.12. In terms of the equivalence , we have:
(4.10) D(y)meonst ~ coliim C'(Y3)-mod,
where the transition functors are given by restriction along the maps
C'(Yi,) = C'(Y3,).
We have a naturally defined functor
(4.11) coliim C'(Y;)-mod — C (Y)-mod,
given by restriction.

In terms of (4.9), the dual of the functor (4.11)) is the functor (4.7).

4.2. Almost trivial actions: the case of algebraic groups. In this subsection we develop the
notion of almost trivial action for groups of finite type.

4.2.1. Let H be an algebraic group of finite type.
Consider the embedding

(4.12) D(H)*™cost <y D(H).
By (4.2)), we can identify
(4.13) D(H)™™ " ~ ¢ (H)-mod.

4.2.2. The subcategory (4.12)) is preserved by the monoidal operation, and hence inherits a monoidal
structure. The right adjoint to (4.12) is (strictly) compatible with monoidal structures.

In terms of the identification (4.13)), the monoidal structure on D(H)*™ ™" corresponds to the
Hopf algebra structure on C'(H), induced by the group-structure on H.

The latter description implies that the monoidal category D(H)>™ ™" is semi-rigid (see [AGKRRV],
Appendix C] for what this means).

4.2.3. The monoidal functor
C'(H,—):D(H) — Vect
induces a monoidal functor
(4.14) D(H )™t _y Vect,
which admits a left adjoint. The functor is conservative.
In terms of the identification , the functor corresponds to the forgetful functor
C'(H)-mod — Vect.
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4.2.4. Let C be a category acted on by H. Set

alm-invy (C) := D(H)alm'cOrISt ® C.
D(H)

The embedding (4.12)) and its right adjoint give rise to a pair of adjoint functors
(4.15) alm-invy (C) = C,
with the left adjoint being fully faithful.

4.2.5. We shall say that action of C is almost trivial if the functors (4.15) are mutually inverse
equivalences.

4.2.6. Example. An example to keep in mind of an action that is not almost trivial is
C := D(G)T*".
In fact, for
C' = D(G)Teomt ) D(G)hm-const

we have (C) = 0.
4.2.7. Let (H-mod)aim-triviat C H-mod be the full subcategory that consists of H-module categories
equipped with an almost trivial action.

The embedding
(4.16) (H-mod)aim-triviat — H-mod
admits a right adjoint, given by
(4.17) C — alm-invyg (C).

The counit of this adjunction is the left adjoint in (4.15)). Since (4.15) admits a right adjoint, we
can identify (4.17)) also with the left adjoint of (4.16]).

4.2.8. Consider the category

invg(C) := C” ~ Vect @ C.
D(H)

Consider the corresponding pair of adjoint functors
oblvy : cl=c. AV*H.

It is clear that the functor oblvy has essential image contains in alm-invy (C). Hrnce, the functor
AvE factors as

C — alm-invy (C) — C7,
where the first arrow is the right adjoint in (4.15)), and the second arrow is the right adjoint to

(4.18) oblvg : C* — alm-invy (C).
One can view the adjunction
cH = alm-invy (C)

as obtained by tensoring — ® C from the adjunction
D(H)

(4.19) Vect = D(H)*™eorst,

From the above it follows that the essential image of oblvy generates alm-inv g (C) under colimits.
Moreover, we have:

Lemma 4.2.9. The kernel of the right adjoint in [.15) equals ker(AvT).
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4.2.10. Note that the left adjoint in (4.19) itself admits a left adjointﬂ Since the monoidal category
D(H)?™-const js semi-rigid, this left adjoint is automatically D(H )™ °°"**linear.

This implies that the forgetful functor C* — alm-invg(C) also admits a left adjoint, functorially

in C. We denote this left adjoint by Av{’.

4.2.11. Consider the functor
invg : H-mod — DGCat.

It naturally enhances to a functor

inv® : H-mod — Vect” -mod,
where we identify

Vect? ~ Funct i-mod (Vect, Vect)
as a monoidal category.

enh

The functor invy " admits a left adjoint, given by

C > Vect ® C.

VectH
It is clear, however, that the adjunction ((inviy™)”,inv$™) factors as
Vect -mod = (H-mod)aim-triv = H-mod.
We claim:
Proposition 4.2.12. The adjoint functors
(4.20) Vect” -mod = (H-mod) aim.triv
are mutually inverse equivalences.
The proposition will be proved in Sect. B}
Corollary 4.2.13. For C € H-mod, the counit of the adjunction

Vect ® C? - C

VectH
is fully faithful with essential image alm-invg (C).

4.3. Almost constant sheaves on the affine Grassmannian. In this subsection we give a Koszul-
dual description of the category of almost constant sheaves on the affine Grassmannian and related
geometries.

4.3.1. Notational change. From now and until Sect. we will adopt the following notational changeﬂ

L(@)ap ~ £(Q), £T(R)ap ~ £7(G), Grg.zy ~ Gre.

4.3.2. We return to the setting of Sect. [f.I.12] We take Y to be the neutral connected component of
£(G)/K, where K = K, for i > 0.

8This follows, e.g., from the fact that C"(H) is finite-dimensional.
9We do it since the geometry of the curve will not be involved, unlike other places in this paper.
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4.3.3. Let Yo := £1(G)/K. Consider the restriction map
C'(Y) = C'(Yo)-
From we obtain that the restriction map
(4.21) C'(Yo)-mod — C'(Y)-mod
preserves compactness.

We let C'(Y)-modo be the full subcategory of C'(Y)-mod, generated by objects in the essential image

of . The embedding
C'(Y)-modp — C'(Y)-mod

admits a continuous right adjoint.
4.3.4. Example. Let ¢ = 0, so Y is the neutral component of Grg,.,. We have
C'(Y) ~ Sym(V),

where V is a finite-dimensional, cohomologically graded vector space, concentrated in positive even
degrees.

In this case
C'(Y)-modp ~ Sym(V')-mody,
where the category in the right-hand side is the full subcategory of Sym(V)-mod, generated by the
augmentation module.

4.3.5. Recall the functor . We claim:
Proposition 4.3.6. The functor , i.e.,
D(Y)*™ ot 5 ¢ (Y)-mod,

is an equivalence onto C (Y)-modo C C (Y)-mod.

The proposition will be proved in Sect.
Corollary 4.3.7. The category D(Y)*™ " js dualizable.
Corollary 4.3.8. The category D(£(G)/K)*™ <"t is dualizable.
Corollary 4.3.9. For a category C, the functor

D(£(G)/K)“ ™™™ @ C — Functpacat (D(Y)™™ ", C)
is an equivalence.
Corollary 4.3.10. For a category C, the functor
D(L(G)/K)“ ™™ot o ¢ = D(L(G)/K) ® C
is fully faithful.
Proof. Follows from the commutative diagram
D(L(G)/K)w-»im-const & C — D(£(G)/K)® C

Functpccat (D(L(G)/K)*™ <ot C) ——— Functpacat(D(L(G)/K), C),

in which the right vertical arrow is given by Verdier duality on D(£(G)/K), and the bottom horizontal
arrow is fully faithful.
O

10Indeed, the cochain algebras involved are the same as in the semi-simple simply-connected case.
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Remark 4.3.11. As another consequence of Proposition [£:3.6] we obtain that
D(L(G)/ K)ot € D(£(G)/K)
is the full subcategory generated under colimits by the dualizing sheaf.
4.4. Almost constant sheaves on the loop group. In this subsection we define what we mean by

the category of almost constant sheaves on £(G). As usual, some extra care is needed here, since £(G)
is of infinite type.

4.4.1. Let us return to the setting of Sect. Let f:Y' — Y be a map of schemes of finite type
that is a universal homological equivalence.

In this case the functor
f DY) = DY)
gives rise to an equivalence
D(y)w,alm—const :> D(Y/)w,alm—const.

A similar observation applies to a map between indschemes f: Y — Y’
4.4.2. Let K' C K be subgroups as in Sect. but we assume that K is pro-unipotent. We obtain
that the pullback functor

D(£(G)/K) — D(&(G)/K)
induces an equivalence
D(S(G)/K)w,alm-const :> D(S(G)/Kl)w,alm—const.
Denote by '
D(E(G))w,alm—const,rlght C D(S(G))

the full subcategory equal to the essential image of

! -pullback
—

D(&(G)/K)*™memt — D(S(G)/K)
for some/any K as above.

Define

D(£(@))

D(E(G))w,alm—const,left C D(S(G))
similarly, by swapping the roles of left and right.

4.4.3. We claim:

Proposition 4.4.4. The subcategories
D(S(G))w,almfconst,right C D(S(G)) D) D(S(G))w,almfconst,left
coincide.

Proof. Let Y be a £7(G) x £7(G)-invariant subscheme of £(G). Let K be as above. Note we can find
K’ sufficiently small so that the projection

Y > Y/K

factors K'\Y — Y/K; moreover, the latter map is smooth with contractible fibers, and hence is a
universal homological equivalence.

This implies that the subcategory
D(y)w,alm—const,right c D(Y)

defined to be the essential image of
! -pullback

(4.22) D(Y/K;)“™m™eomst  D(Y/K) = D(Y)
for some/any K1, coincides with the subcategory
D(y)w,almfconst,left cC D(Y)



REPRESENTATIONS OF LOOP GROUPS AS FACTORIZATION MODULE CATEGORIES 33

defined to be the essential image of

! -pullback
—

(4.23) D(K2\Y)® et <y D(K,\Y)

for some/any K.

D(Y)

This implies the statement of the proposition, since
D(S(G))w,alm-const,right C D(S(G))

equals
lim D(y)w,alm—const,rlght c lim D(Y)
Y Y
and
w,alm-const,left
D(£(G)) C D(£(G))
equals

h}I’n D(y)w,alm-const,left c h}gﬂ D(Y)

4.4.5. Denote the subcategory
D(S(G))w,alm»const,right _ D(Q(G))w,alm—const,left
of D(£(G)) by D(L(G))«2m-eonst,
4.4.6. From Proposition [£4:4] and Corollary [£:3.9] we obtain:
Corollary 4.4.7. The coproduct functor
D(£(6G)) = D(£(6G)) @ D(E(G))
sends D(L(G))*2mconst « D(L(Q)) to the full subcategory
D(L(@))* ™™™t @ D(L(G))* "™ € D(L(G)) @ D(L(Q)).

4.4.8. It follows from Corollary that the category D(£(G))“ 2™t js dualizable. Denote its
dual by D(£(G))*™""; we can view it as a quotient category of D(£(G)).

From Corollary we obtain that the monoidal structure on D(£(G)) gives rise to a monoidal
structure on D(£(G))?* m-const

Remark 4.4.9. It follows from Remark [.3.11] that
D(E(G))w,alm-const c D(£(G>)
is the full subcategory, generated under colimits by the dualizing sheaf.

4.5. Almost invariants for the loop group.

4.5.1. Let C be a category equipped with an action of £7(G). We let alm-invg+ ) (C) be the full
subcategory of C equal to
alm-invg (CH1).
The contents of Sect. apply equally well to this situation.

4.5.2. Let now C be equipped with an action of £(G). We let alm-inve () (C) to be the full subcategory
of C consisting of objects that are sent by the co-action functor

C->DEG)®C
to the full subcategory
D(S(G))w,alm—const ® C c D(S(G)) ® C
We can identify

alm-ian(g)(C) _ D(S(G))w,alm»const D(E(%G)) C~ FunctD(g(G))(D(S(G))alm-const7 C)



34 LIN CHEN, YUCHEN FU, DENNIS GAITSGORY AND DAVID YANG

4.5.3. It is easy to see that alm-inve(q)(C), viewed as a full subcategory of C, is preserved by the
action of £(G), i.e., it can itself be viewed as a category acted on by £(G).

4.5.4. Example. Let G =T be a torus. Then it is easy to see that the inclusion
alm-inve 7y (C) C alm-inv g+ (1 (C)
is an equality.
4.5.5. Unwinding the definitions, we obtain:
Lemma 4.5.6.
(i) The full subcategories
alm-inv ¢ (@) -rignt (D(£(G))), alm-inve ) et (D(L(G))), alm-inve(ayxe(a) (D(L(G)))
and
D(E(G))w,almfconst
of D(£(@)), coincide.
(ii) For K = K, i > 1, the full subcategories
alm-inve gy (D(L(G)/K)) and D(L(G)/K)**meonst
of D(L(G)/K), coincide.
4.5.7. Consider
D(Grg) € £(G)-mod.

It follows from the definitions that we have an inclusion of subcategories
(4.24) D(Grg)“”alm'conSt C alm-invg(g) (D(Grg)).

We claim:
Proposition 4.5.8. The inclusion (4.24)) is an equality.

The proof will be given in Sect.

4.5.9. Let C be an object of £(G)-mod. Recall that C is said to be spherically generated if the (a
priori fully faithful) functor

(4.25) D(Grg) ® €@ ¢

Sphg
is an equivalence, where
Sphy, := D(£(G)) (@xeT (@),
We claim:
Proposition 4.5.10. Suppose that C is spherically generated. Then the embedding
alm-inve(q)(C) — C
admits a left adjoint.

Proof. Tt suffices to consider the universal case, i.e., C = D(Grg). Le., we need to show that the
embedding
alm-inve(g) (D(Grg)) — D(Greg)
admits a left adjoint.
By Proposition [£:5.8] this is equivalent to showing that the embedding
D(Grc)w,alm—const N D(GI‘G)
admits a left adjoint.

Dually, we need to show that the projection functor

D(GI‘G) N D(GrG)almfconst
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admits a continuous right adjoint, i.e., that it preserves compactness.

We can work at one connected component of Grg at a time, and it is enough to consider the neutral
connected component; denote it by Y. Thus, by Proposition [£.3.6] we have to show that the functor

T C(y,?), D(GrG) — C‘(H)—modo
preserves COmpaCtneSS.

Note, however, that since C'(Y) is isomorphic to a polynomial algebra on generators in even degrees,
an object of C'(Y)-mody is compact if and if the underlying vector space is finite-dimensional.

The required assertion follows now from the fact that Y is ind-proper, and so the functor
C'(Y,-) : D(Grg) — Vect

preserves compactness.

Corollary 4.5.11. The embedding
alm-inve(g)(C) — alm-invgy ) (C)

admits a left adjoint.

Proof. Note that alm-invg+ ) (C) is contained in the spherically generated subcategory of C, i.e., the
essential image of (4.25). Hence, we can assume that C is spherically generated.

Now the assertion follows from Proposition
O

Remark 4.5.12. It follows from the proof of Proposition [4.5.10| that the formation of the left adjoint in
Proposition |4.5.10| (resp., Corollary 4.5.11)) is functorial in C, i.e., the corresponding Beck-Chevalley

natural transformation is an isomorophism.

4.6. Almost trivial actions of the loop group. In this subsection we define what it means for a
£(@)zo-action on a group to be almost trivial, and we give a Koszul-dual description of the totality of
such categories.

4.6.1. We shall say that an action of £(G) on C is almost trivial if the embedding
(4.26) alm-inve () (C) = C

is an equivalence.

4.6.2. Note that we can also characterize almost trivial actions as follows: an action of £(G) on C is
almost trivial if and only if the monoidal action of D(£(G)) on C factors through the quotient

D(£(G)) — D(L(G))" e,

4.6.3. For future use, we notice:

Lemma 4.6.4. Let F': C; — C3 be a 1-morphism in £(G)-mod, which is conservative as a functor
on the underlying categories. Then if the action on Csz is almost trivial, then so it is on Cj.

Proof. Since the action on C; is almost trivial, both arrows in
alm-invs(c) (Cz) — alm—inv2+(G) (Cz) — CQ
are equivalences. We need to show that the same is true for

alm-inve(gy(C1) = alm-invg+ () (C1) = Ci.
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We have a commutative diagranﬂ
c, —— alm-inv2+<c> (01) _— Gy

g ! r

Cz e alm—inv2+(G)(Cg) e CQ.

Hence, the fact that the counit of the adjunction
alm-invg+ () (Cz2) = Cs
is an isomorphism and the conservativity of F' imply that the unit of the adjunction
alm-invgy () (C1) 2 Cy
is an isomorphism.

The proof for
alm-inve(g) (C;) = alm-invg+ () (Cs)
is similar using left adjoints and Corollary

4.6.5. Let
(4.27) (£(G)-mod)aim-triv C £(G)-mod
be the full subcategory, consisting of £(G)-module categories, on which the action is almost trivial.

Note that we can identify

(&(@)-mod)aim-iriv ~ D(L(G))*™ " _mod,
viewed as a full subcategory of
£(G@)-mod ~ D(£(G))-mod.
The assignment
C — alm-invgg) (C)

is a right adjoint to the embedding .
4.6.6. Consider the (symmetric) monoidal category Vect®(%).

The functor
inve(g) : £(G)-mod — DGCat
naturally upgrades to a functor

invzrzg) : £(G)-mod — Vect*? -mod,
which admits a left adjoint, given by

(4.28) Cr Vet © C.

Vect £(G)
It is clear that the above adjoint pair factors as
Vect® @ -mod = (£(G)-mod)aim-iriv = £(G)-mod.
4.6.7. We will prove:
Theorem 4.6.8. The adjoint functors
Vect™¥) -mod = (£(G)-mod)aim-triv
are mutually inverse equivalences.

The theorem will be proved in Sect. 5.5

1 The horizontal arrows are the adjoint functors from (&.15), both of which are functorial in C.
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4.6.9. From Theorem [1.6.8] we obtain:

Corollary 4.6.10. The naturally defined functor
Vect ®  Vect — D(S(G))w,altn—const

Vect £(G)
is an equivalence.
4.6.11. For future use, we record the following consequence of Theorem

Let C be an object of £(G)-mod. Note that since Grg is proper, the forgetful functor

" at
0blv£(G)—)2+(G) : CL(G) — C~ ()

admits a left adjoint, to be denoted
Avfﬁ(G)HE(G)

see Sect. [B.A1]

We claim:

Proposition 4.6.12. Let C be spherically generated. Then the action of £(G) is almost trivial if the

et(@)—2(Q) .
functor Av, (A=) s conservative.

Proof. Since both C and alm-invg(g)(C) are spherically generated, the inclusion
alm-inve(g)(C) — C
is an equivalence if and only if the functor
((alm-inve gy (€)@ = ¢*7(@)
which is a priori also a fully faithful inclusion, is an equivalence.

By Theorem we can identify the above functor with
(4.29) Veet® @ g @¥9 L @),

Vect £(G)
Thus, the action of £(G) is almost trivial if and only if the left adjoint to is conservative.
The precomposition of with
(4.30) C¥D 2 Vect® @ g €YD L vert® @ g YD

Vect £(G) Vect£(G)
is the forgetful functor oblve gy, e+ (a)-

n+ n
Thus, if the left adjoint to oblvg gy et (), i-€., AV!L (G)_}L(G), is conservative, then so is the left

adjoint to (4.29)).
g

Remark 4.6.13. In fact, one can show that the assertion of Proposition [f.6.12] is “if and only if”, but
we will not need this.
4.6.14. Note that we an identify
Vect®(@) ~ C.(£(G))-mod,
as monoidal categories.
+2(6)

Hence, being equivalent to the category of modules over a Hopf algebra, Vec is a Frobenius

algebra in DGCat. In particular, we have a canonical equivalence
(Vect ¥ @)Y ~ Vect*(@)
as Vect*(©)-module categories.

4.7. The reduction step. After all the preparations, in this subsection we will finally finally formulate
a reduction step in the proof of Theorem [3.1.7} the claim is that it is sufficient to prove it for C = Vect.
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4.7.1. Tt is clear that the embedding (4.26]) induces an equivalence

(alm-inve(q) (C)*@) 5 c*@,

4.7.2.  We will prove:

Theorem 4.7.3. The embedding (4.26)) induces an equivalence

factzO,D(GrC;)) factmO,D(GrG))

Warg-mod ™ ((alm-inv ¢ (g (C)) 2o = Warg-mod™*(C 20+

Theorem [£.7.3] will be proved in Sects. [7}g} In the remainder of this section and Sect. [6] we will
show how Theorem [£.7.3] implies Theorem [3.1.7}

4.7.4. Note that by Theorem [1.7.3 and Sect. [f.7.1] we obtain that it suffices to prove Theorem [3.1.7]
for C € (S(G)—mOd)alm—triv-

By Theorem [£:6.8] we can assume that C is of the form
Vect ® é, C € Vect® @20 _mod.

Vect‘c(G)IO
4.7.5. It follows from Theorem that the operation
C — Vect ® C

Vect*(Gzg

preserves limits.

Moreover, by Sect. [4.6.14] any object of Vect*(®)#0 -mod can be written as a totalization of a
cosimplicial object with terms of the form

Vect*(@wo ®(~30, éo € DGCat .

4.7.6. This reduces the assertion of Theorem [B.1.7 to the case when the action
C = Vect ®Co ~ Co, Co € DGCat,
equipped with the trivial action.

In Sect. [6] we will prove the assertion of Theorem in this case by an explicit calculation.

4.7.7. To simplify the exposition we will consider the case when Co = Vect. The case of a general
category is completely analogous.

Note that the assertion of Theorem for C = Vect coincides with that of Corollary [3:4:2}

5. PrRooOFs oF ProrosITIONS [4.2.19] [£.3.6] [.5.8| AND THEOREM

The goal of this subsection is to supply proofs of Proposition [£:2.12} [£-3.6] [£.5.8| and Theorem [£.6.8]
These all are Koszul duality-type statements, and we essentially need to take care of convergence issues.

For the duration of this section we keep the notational change
L(@)ap ~ L(@Q), £T(R)ap ~ £7(G), Grg.zy ~ Gre.
5.1. Proof of Proposition [4.2.12
5.1.1. It is easy to see that the statement of Proposition for H follows from the corresponding

statement for its neutral connected component. Hence, for the duration of this subsection, we will
assume that H is connected.
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5.1.2. Let A be a monoidal category equipped with a monoidal ¢ functor to Vect. Denote
B := Functa-moa(Vect, Vect)™",
where A acts on Vect via ¢.

The functor
A-mod — Vect, C — inva = Functa-moa(Vect, C)

upgrades to a functor
invy™® : A-mod — B-mod,
and the latter admits a left adjoint given by
C s Vect gé,
where the augmentation on B is given by the forgetful functor
Functa-moda (Vect, Vect) — Functpacas (Vect, Vect) ~ Vect .

We shall say that the pair (A, ¢) satisfies Koszul duality if the adjoint functors ((invg™)*, invy™®)
are mutually inverse equivalences.

5.1.3. Let A be a finite-dimensional Hopf algebra, and let A := A-mod. Let ¢ be the tautological
forgetful functor A-mod — Vect.

It is easy to see that in this case
B ~ B-mod,
where B is the linear dual of A.
5.1.4. Ezample. Let W be a compact object of Vect, concentrated in odd degrees. Set
A = Sym(W)-mod,

which we regard as a monoidal category with respect to convolution. Let ¢ be the tautological forgetful
functor Sym(W)-mod — Vect.

According to Sect. [5.1.3] B ~ Sym(W™)-mod, viewed as a monoidal category also with respect to
convolution.

Then it is easy to see that this pair (A, ¢) satisfies Koszul duality.

5.1.5. The statement of Proposition [£:2.12] is equivalent to the fact that the monoidal category
C'(H)-mod equipped with the tautological forgetful functor to Vect satisfies Koszul duality.

By construction, this example fits the pattern of Sect. Hence, it suffices to show that it fits
in fact the pattern of Sect. [5.1.4}

Let a be the Lie algebra that controls the rational homotopy type of BH. Note that C'(H) ~
C(Q2(a)). Recall also that a is abelian and is concentrated in odd degrees. Hence,

C'(Q(a)) ~ Sym(a"),

as Hopf algebras, where a is the vector space underlying a.

O[Proposition
Remark 5.1.6. Note that by Sect. we obtain that
Vect™ ~ C.(H)-mod,
as is supposed to be the case.

5.2. A descent result for almost constant sheaves.
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5.2.1. Let H be a connected algebraic group, and let
f:Y Yy

be an H-torsor and Y is a scheme of finite type.

We consider the category D(l?) as equipped with an action of H. Its full subcategory D(?)‘*lm'CorISt
v \alm-const

is stable under this action; moreover the H-action on D(Y') is almost trivial.

5.2.2. The functor of *-pullback identifies
D(Y) 5 (D(Y))".
Since f* sends N
D(y)alm—const N D(y)alm-const

and _ _ ~
(D(Y)alm—const)H _ D(y)alm—const (><~) (])(}/))H7
D(Y
we obtain a commutative diagram

(D(?)alm—const)H D(?)H

(5.1) T TN
D(y)almfconst SN D(Y),
where the horizontal arrows are fully faithful.

We claim:
Lemma 5.2.3. The above functor
D(y)alm—const N (D(f,)alm-consc)H
is an equivalence.

Proof. The functor in question is fully faithful and preserves compactness (since the other three arrows
in (5.1)) have this property).

Hence, it is enough to show that it sends compact generators of D(Y)™™™* to generators of
(D(Y)alm-const)H.

This functor sends
ky — kg

Hence, it remains to show that the latter is a generator of (D(Y)*™<°™*)# (It is here that the
assumption that H is connected will be used.)

Indeed, for a category C with an action of H and c,c¢’ € C¥, the object
Home(c,c') € Vect
naturally upgrades to an object of Vect™, while
Homegu (c,c’) ~ invyg(Home(c,c')).
Now, if ¢ is a generator of C, we have
¢ #0 = Homc(c,c') #0.
We now use the fact that for a connected H, the functor
invyg : Vect? — Vect
is conservative[?]

O

12Indeed, in the notations of Sect. [5.1.5) we have Vect ~ Sym(a*)-mod, and since a* is concentrated in odd
degrees, this category is generated by the augmentation module.
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Corollary 5.2.4. The functor f' induces an equivalence
D(y)w,alm—const N (D(?)w,alm—const)H
5.3. Proof of Proposition [4.3.6

5.3.1. Reduction to the case of the affine Grassmannian. We change the notations slightly and denote
by Y the neutral connected component of Gre, and by Y its preimage in £(G)/K.

Write
and set

so that

We view both sides of

colim C'(Y;)-mod — C'(Y)-mod,

as acted on (almost trivially) by £*(G)/K. Since operation invg+ gy x(—) is conservative on the
subcategory of almost trivial modules, it suffices to show that the functor

(5.2)  colim (C (¥;)-mod)® (/K X (colim C (V;)-mod) @/% 5 (O (Y)-mod)®" (/K

is an equivalence onto
(€ (§)-modo)*" (O% (€' (¥)-mod)*" /X,
By Lemma [5.2.3] we can identify the terms
(C'(f’i)-mod)sﬂc)/K ~ (D(f/i)mm»const)zﬂc)/x
with
D(Y;)™™"t ~ ¢ (Y;)-mod.

Similarly, it is easy to see (e.g., using (3.24])) that the right-hand side in identifies with
C'(Y)-mod, which contains C'(Y)-modo as a full subcategory.

Thus, we obtain that it suffices to show that the resulting map

coliim C'(Y;)-mod — C'(Y)-modo.

is an equivalence.

5.3.2. Note that for a coconnective algebra A and n > 0, the truncation AS™ has a natural structure
of algebra, equipped with a map from A.

Consider the commutative diagram

colim (C'(Y;))="-mod ——— colim C'(Y;)-mod

(5.3) | |

colim (C"(Y))*"-mod ——  C'(Y)-modo.

We need to show that the right vertical arrow is an equivalence. We will achieve this by showing
that the other three arrows in (5.3) are equivalences.

5.3.3. The equivalence is immediate for the top horizontal arrow: indeed for a fixed i, the family
n~ (C(Y;)="

stabilizes to C'(Y;), since Y; is finite-dimensional.
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5.3.4. We claim that for a fixed n, the family
i~ (C(Y)="

also stabilizes to (C'(Y))=". Indeed, this follows from the cellular decomposition of the affine Grass-

mannian.

Hence, the left vertical arrow in (5.3)) is an equivalence.

5.3.5.  Thus, it remains to show that the functor

colim (C(Y))="-mod — C'(Y)-modo

n

is an equivalence.
We identify C'(Y) with Sym(V), see Sect. So we need to show that the functor
colim (Sym(V))/ Sym~"™(V))-mod — Sym(V)-modo

is an equivalence.

5.3.6. It is easy to reduce the assertion to the case when V is one dimensional. In this case, we can
use the grading-shearing trick (see [AG] Sect. A.2]), and assume that V is a finite-dimensional vector
space in cohomological degree 0.

Hence, the assertion becomes that
co}Lim (Sym(V)/ Sym~™(V))-mod — Sym(V)-mody
is an equivalence. I.e., we have to show that
(5.4) colim QCoh(S,) — QCoh(A")g
is an equivalence, where S, = Spec(k[t]/t").
Note, however, that the composition
(5.5) collim IndCoh(S,) — co}lim QCoh(S,) QCoh(A")g

is an equivalence (e.g., by [GRO, Proposition 7.4.5]). This implies that (5.4]) is an equivalence, since
the first arrow in ([5.5) is a Verdier quotient.

O[Proposition m
5.4. Proof of Proposition [4.5.8

5.4.1. Denote Grg := £(GQ)/ K1, so that

GI‘G ~ G\;"G/G

Unwinding the definitions and using Lemma 4.5.6} we obtain that the category alm-inveg)(D(Grg))
identifies with

(D(G}G)w,alm—const)G .

Thus, we need to show that the inclusion
D(Grc)w,alm—const N (D(G\E‘G)w,alm—const)G

is an equality.
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5.4.2. Write
Grg = “colim” Y,
and set
Y=Y, X Grg,
Grg
so that B )
Grg ~ “colim” Y;.
We have:
D(Grc)w,alm—const ~ lim D(y_)w,alm-const
— i
and N )
D(Grc)w,alm—const ~ hm D(Yri)L,.J,alm—const7
and hence

(D(a}c)w,alm»const)G ~ hm (D(ﬁ)w,alm—const)G.
Now the required isomorphism follows from Corollary
O[Proposition [£.5.8]
5.5. Proof of Theorem [4.6.8l

5.5.1. We consider the adjunction
(5.6) Veet*™ ¥ -mod = (£(G)-mod)aim.-triv-

Since the functor inve(s) (and hence inv}’:‘ég)) commutes with tensor products, the left adjoint in
(5.6) is fully faithful.

Hence, the two functors are mutually inverse equivalences if and only if inv%'zg) is conservative.
5.5.2.  We first consider the case when G is semi-simple and simply-connected.

We view A := D(£(G))*™ " a5 a monoidal category under convolution and a natural monoidal
functor ¢ to Vect. We claim that this pair (A, ¢) satisfies Koszul duality (see Sect. |5.1.2)).

By Proposition we can identify
A ~ C'(£(G))-modo,
equipped with the tautological forgetful functor to Vect.
By and Sect. we can identify C'(£(G)) as a Hopf algebra with
Sym(V) ® Sym(W),

where V' is a cohomologically graded vector space concentrated in positive even degrees, and W is a
cohomologically graded vector space concentrated in positive odd degrees.

Under this identification C (£(G))-mody corresponds to
Sym(V)-mody ® Sym(W)-mod.
5.5.3. It is enough to show that both monoidal categories
A, := Sym(V)-modg and Aj := Sym(W)-mod,
equipped with the forgetful functors to Vect, satisfy Koszul duality.
The case of As is immediate, see Sect.

5.5.4. In the case of A, Using the grading-shearing trick (see [AGl Sect. A.2]), we can assume that

V' is a finite-dimensional vector space in cohomological degree 0. In this case, we identify
Sym(V)-modo ~ Rep(V™),

where V™ is regarded as an (additive) algebraic group. In this case, the Koszul duality statement is

well-known.
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5.5.5. Next we consider the case when G = T is a torus. We will show directly that the counit of
the adjunction in (5.6) is an equivalence. Let C be an object of £(T)-modaim-triv. The counit is the
functor

(5.7) Vet ® C*7) - cC.

Vect£(T)
Consider the short exact sequence
1—2H(T) = &(T) - A — 1.
By Proposition in order to show that (5.7) is an equivalence, it suffices to show that

(5.8) Vect® M g ¥ 3 (Vect ® C£<T))£+<T> Lot m

Vect £(T) Vect £(T)

is an equivalence.

We regard both sides of (5.8) as acted on by £(T)/£%(T) ~ A. In order to show that (5.8) is an
equivalences, it is sufficient that it becomes so after taking A-invariants:

A
(5.9) (Vect® ™A g 02<T>:>(vect£+”> ® c£<T>) S (CETMYA & oD,
Vect £(T) Vect<(T)

However, the latter composition is the identity functor

C*M o Veet™™ @ UM~ (Vect® M)A g ¥ o gD,

Vect € (T) Vect £ (T)

5.5.6. We now consider the case when the derived group G’ of G is simply connected. We have a short
exact sequence
1-G -G—>Ty—1,

where Ty is a torus.

In this case, the fact that the counit of the adjunction in (5.6) is an equivalence follows from the
validity of Theorem for G’ and T by the argument in Sect. above.

5.5.7. Finally, let G be arbitrary. We wish to show that the functor inve(g)(—) is conservative.

Choose a short exact sequence
1Ty —>G—>G—1,

where Tj is a torus and G is such that its derived group is simply-connected. By what we proved above,

the the operation invg(@) (—) is conservative. Hence, it suffices to show that for a functor C; — Cs
0

if

(5.10) ian(G)(C1) — inVE(G)(CQ)

is an equivalence, then so is

(5.11) inv£<§)(C1) — ian(é>(Cz).

For a category C with an action of £(G), we have
invy g (C) ~ inve(q) (C @ Vect*™)),

We have a monadic adjunction
Vect *7) = Vect .

From here we obtain a monadic adjunction
invs(@) (C) = ian(G) (C)
Moreover, for a functor C; — Caz, the functor (5.10) intertwines the two monads. Hence, if ([5.10)

is an equivalence, so is ([5.11)).
O[Theorem [4.6.8]
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6. PROOF OF THEOREM [B.1.7F THE CASE OF A TRIVIAL ACTION

In this section we will prove Theorem for C = Vect. The proof will amount to calculating
a certain monad, and this calculation will turn out to be equivalent to the contmctibilitﬁ statement

from [Gal].

This calculation is the crux of the proof, and expresses the intuitive idea (alluded to in the Intro-
duction) that

Grg ~ Q(G)

punctured disc

6.1. Setting up the monad. In this subsection we will reduce the assertion of Theorem for
C = Vect to a calculation that says that some particular map (in Vect) is an isomorphism.

6.1.1. We consider the functor
(6.1) ® : Vect*( @70 - wa,,-mod™* (Vect =0 P(Ere)y

of (3.19) (which is a particular case of (3.6)).

It makes the diagram
Vect —_— Vect
(6.2) oblve (G, T Toblvwcrc
Vect=(@zo ® wGrc_mOdfact(Vethactzo ,D(Grg) )0

commute, where the vertical arrows are the tautological forgetful functors.

6.1.2. Note that the left vertical arrow in (6.2)) is conservative and admits a left adjoint, to be denoted
(e
Av, 0,

By the Barr-Beck-Lurie theorem, we can identify Vect*(%)7o with the category of modules in Vect
over the resulting monad.

The right vertical arrow in (6.2) is also conservative. We will show (shortly) that it also admits a
left adjoint.

Thus, in order to prove that ® is an equivalence, it suffices to show that ® induces an isomorphism
between the two monads.

6.1.3. Denote Cf}vrc,zo = £(@)ao /K, where K = K; for some/any i > 1. We consider it as an ind-
scheme, equipped with an action of £(G)z,. Consider the corresponding factorization module category
at xo with respect to D(Grg):

(63) D(&,G’Io)factxo,D(GrG).

Denote:

—~ levelgoO
GrG,Ranwo = GrG,Raan /Kl

We regard Cf}erVRanzO as a factorization module space at xo with respect to the factorization space

Grg. The factorization module category (6.3) is given by considering D-modules on &G,Ranz o viewed
as a crystal of categories over Rang, equipped with a natural factorization structure against D(Grg).

13A.k‘a‘, non-abelian Poincaré duality.
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6.1.4. Let T, denote the projection G}G,mo — pt, and let 7820 %T¢ denote the projection

—~ level2®
Grg,Rang, = GIg Ran O/S(G)ggO =~ Grg,Ran,, / Heckeg,,

ang
viewed as a map between factorization module spaces at x¢ over Grg.
Pullback with respect to 72°*=0°5*¢ can be viewed as a functor
Voct2€tzo-D(Cra) HD((’ﬂG’mO)factmo,D(Grc)
as factorization module categories at zo with respect to D(Grg).
6.1.5. Consider the following diagram
1d

Vect —_— Vect
i
Tld D(Grg,zq)
(6.4) Tobmcrc
Vect LN wGrG-modfaCt(D(@}G,zo)fa“””" DGra)y
Obl"L‘(G)IO T T(%factzo,GrG)!

Vect £(@zo P WGrc‘mOdfaCt (Vectfactzo,D(Grg))xm
where:
°u denotes the embedding of the unit point into (’i}c,mo;
e & denotes the functor that sends the generator k € Vect to w&GYRanwo, equipped with its
natural factorization structure against war -
It is easy to see that the outer diagram in identifies with .

6.1.6. We will show that:

(1) The functor ¢} o oblveg, . admits a left adjoint;

(2) The partially defined functor (7®t=0-47G), left adjoint to the lower-right vertical functor in
(6.4), is defined on the essential images of ® and (¢} o oblvug, . L,
(3) The Beck-Chevalley natural transformation
(%«factzo,(}rc)! o a') S do AV'!Q'(G):EO

(arising from the lower portion of (6.4))) becomes an isomorphism after applying the functor

fact facty, ,D(Grg) OblvarG
warg-mod *** (Vect 0 )og —  Vect.

(4) The Beck-Chevalley natural transformation
(4o oblvag,,, "o
(arising from the upper portion of (6.4])) becomes an isomorphism after applying the functor

fact ~.. facty,,D(Grg) (%fatho’GrG)!
(6.5) ware-mod*(D(Grag,z,) "0 )eo —

oblv,, R
- wGrc‘mOdfaCt (VethaCtzo'mGrG))zo S Vect .
It is clear that the above properties (1)-(4) imply the required property of the monad from Sect. -6.1.2

The rest of this section is devoted to the verification of properties (1)-(4).
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Remark 6.1.7. We will give a purely geometric proof of Properties (2) and (3). However, if we allow
ourselves to use Theoremm (which will be proved independently), the proof of both properties can
be significantly simplified.

Indeed, by Theorem [£.7.3] we can replace
Warg-mod™e’ (D(Gra, ) tz0 PGTG)) -y Warg-mod™e’ (alm—invs(g)(D(Cf}\}c,zo))f“t“o’D(Gr‘;))zo.
Then, the left adjoint in point (2) is induced by the functor

(6.6) D(Grg,a) "™ ™" & alm-inve(q),, (D(Gra,a)) — Vect

as objects of £(G)q,-mod, where (6.6]) is the left adjoint to

~.. w,alm-const ~
Vect — D(Grea,zg) , ki Warg .y

which exists, e.g., since the objects of D(a}G@O )w-atm-const gpe ind—holonomi

Property (3) follows from the fact that the Beck-Chevalley natural transformation arising from the

commutative diagram
k—w s

Vect — Gw, D((Trg,xo)

oblvg(G)IOT T%;O

OblvE(G)zO
—%

w,alm-const

Vect S(@=o Vect
is an isomorphism. This follows by identifying the above diagram with

CE @ c,

| I

CE( @0 C,

with C; = D((Trazo)‘“’alm'w"“, C, = Vect and the functor being ﬂo, and the above fact that %LO
admits a left adjoint in £(G),-mod.

6.2. Left adjoint for factorization modules. In this subsection we establish Property (1) in

Sect. [6.1.6
6.2.1. We will apply Proposition [C.12.11] to
A :=D(Grg), C = D(Grg )" =0 P ) 4= wayy .

Lemma 6.2.2. In the above setting, any object F € Dhol((?rg,xo) is adapted to wary -induction (see
Sect. .

6.2.3. To prove the lemma, we need some notations.

Unwinding the definitions, the functor (C.51) is given by

!

][ . DlaX(ZI) N ]:)laX(yI)7
where
e Zp is the categorical prestack (see Sect.|C.1.1))

(( H Grg Ranunt) X GrG,Rang3tl)disj7
iel°
where
— Grg Ranunt is the space encoding the unital factorization structure of Grg (see Sect. [C.1.7);

14Alternatively for any C € £(G)-mod, the functor ct@ alm-inv ¢ (g)(C) admits a left adjoint, which is the
vn+(c) et@)—=eG)

A . Av .
composition alm-inve(g)(C) — alm-inv£+(G)(C) L, ctte ™ Ccrt@),
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- (EG Ranunt! 1S the space encoding the unital factorization Grg-module structure of &G,mo
;Ranys

— (—)aisj; means we apply base-change along the open subspace

(( H Ranuntl) % Ranuntl)disj c ( H Ranuntl) % Ran;gtl’

o
i€1° i€1°

see Sect. [CIT.13

e Yr is the categorical prestack

(H GrG,RanS“ﬂ)disj X GI“G,zm

iel
where Grg ganunn is the space encoding the unital factorization structure of Gre, but for the

punctured curve X, := X \ zo. See Sect. [C.12.4

e The morphism
Jridr = Zr
is the base-change of the morphism (C.50). The functor
]lI . DlaX(ZI) N Dlax(%[)
is the l-pullback functors for lax D-modules (see Sect. and Sect. [C.3.7]).

6.2.4. Let JF € Dhol(acﬂo) and write
w e Dlax(GrG,Rangml)

for the dualizing D-module. To prove Lemma[6.2.2] we need to check:
e For any marked finite set I, the partially defined left adjoint j7,1 of 47 is defined on the object

(6.7) (Bw)laisy BT € D™ (Z1).
e The canonical morphism
911 ((Bw)laisg F) = ((Bw) B 1w B F))]ais
is invertible.

6.2.5. To verify the claims in Sect. we need some preparations.

Let Y be any categorical prestack. We say a lax D-module ¥ € D"*(Y) is ind-holonomic if its
I-pullback along any affine point S — Y is contained in Dyoi(S). Note that (6.7)) is an ind-holonomic
object.

By definition, !-pullback functors preserve ind-holonomic lax D-modules.

Let Y be a categorical prestack. We say a collection of (finite type) indschemes (fo : Yo — Y)aca
over Y is adapted to !-direct images if

e The functors
fh DY) = D(Ya)

are jointly conservative.
e The left adjoint of f. exists, i.e., we have the !-direct image functor

fay : D(Ya) — D™(Y).
e The functor f,, preserves ind-holonomic lax D-modules, i.e., we have a functor
(6.8) fa. : Dhot(Ya) — Diai(Y).
It is clear these conditions imply that D{*%(Y) is generated by the images of .
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6.2.6. Let 3 : Y — Z be a morphism between categorical prestacks, and (fo : Yo — Y)aca and
(98 : Zsg — Z)pep be collections of indschemes that are adapted to !-direct images. We say these two
collections are compatible with j if for any «, there exists 8 such that the composition Yo, — Y — Z
factors through Z3.

We claim the above condition implies the partially defined left adjoint j of
j! . DlaX(Z) N DlaX(y)

is defined on D}f’gﬁ (Y). Namely, we only need to show (yo fo) is defined on Duei(Ya) for any a € A.
Note that jo f, factors as jo f, as

Yo 28 75 2 2

for some 3. Now the claim follows from the following two facts:

e The partially defined left adjoint js, of
Jup i D(Zg) — D(Ya)

is defined on Dyei(Ya), because Y, and f are (ind-finite type) indschemes;
e The functor gg, : D(Z5) — D'*(Z) left adjoint to g} exists by assumption.

6.2.7. Let f : Y — Z be a morphism between categorical prestacks and W be another categorical
prestack. Let (fo : Yo — Y)aca, (98 : Zg — Z)sen and (hy : Wy, — W) ec be collections of
indschemes that are adapted to !-direct images. We say these collections are compatble with f and
(f,idw) if

® (fashy)(a,yyeaxc is a collection of schemes over Y x W that is adapted to !-direct images;

® (98,h+)(s,yeBxc is a collection of schemes over Z x W that is adapted to !-direct images;

e (fa)aca and (gg)sep are compatible with f.

As in Sect. [6.2.6] one can show these conditions imply for M € D}¥%(Y) and N € D}ZX(W), we have

(7,idw ) (MEN) =5 (M) K N.

6.2.8. Finally, let us apply the above paradigm to the claims in Sect. We only need to find
collections of indschemes over

—~
W= Grg gangntts ¥ := GIg ranuntt X Gra,zg; 2 := Grg ganuntl
: : ;Ranyn

satisfying the conditions in Sect. Note that here we can ignore the functor (—)|aisj because it
commutes with arbitrary !-direct images.

Note that Y, Z and W are defined over Rangg“ (resp. Rani™). Now the desired collections of
indschemes over them can be given by applying base-change to the schemes

untl

X' x 20— Ranit™, |I] < oo
(X —z)' = Rani™, |I| < o0
respectively. Namely, the conditions in Sect. [6.2.7] can be verified by combining the following two
arguments:
e The maps X' x o9 — Rang, into the non-unital marked Ran space are pseudo-proper, hence

there is a !-direct image functor along

“T|XI><zo — “T|Raﬂ£0

for T =Y or Z. Moreover, these functors preserve ind-holonomic objects and commute with
external tensor products.
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untl

o T=YorZ (resp. T="W) is a coCartesian space over Rany;" (resp. Rani™"), see Sect. [C.1.5
untl untl

Also, for any morphism z C z’ in Rangp® (resp. in Rang™), the structural morphism
‘T£ — ‘Tg/

is ind-proper. Then we can mimic the construction in [Gall Sect. 4.3] to obtain a !-direct
image functor along

7|R3n£0 — 77
which preserves ind-holonomic objects and commute with external tensor products.

O[Lemma

6.2.9. As a consequence of Lemma [6.2.2] we can apply Proposition [C.12.11]to V' := §1, where 1 €
Grg,z, is a unit point. This gives an object
indug,, (61) 2 21 (Warg 0 B 01) € Warg -mod™ (D(Grg 4y ) 20 P(076)),
Note that the underlying lax D-module of this object is
lax /~_.
J!(wGrG7Ral,gntl X 61) €D (GrG,Ranggtl)7

where we recall that 7 is the map

7+ Grg panuent X Graeq = Grg ganune-
, ;Ranyn

6.3. Verification of Properties (2) and (3).

6.3.1. Using the method in Sect. [6.2.6] - Sect. [6.2.8] one can show the partially defined functor
Flacteg,Gray, left adjoint to
( ; j

(70 G6) ! s D™ (Grg, pangmt / Heckeay) = D™ (G pangnnt),
is defined on ind-holonomic objects, and it sends objects in
wGrG_modfacc(D(évrcwo)factwo,D(Grc))xo’
whose underlying object of Dlax((i‘;rc,Ranwo) is ind-holonomic to objects in
ouc;rG—modfaCt (VectfaCt“”O D(Gra) )z0s
thereby providing a left adjoint to the lower-right vertical functor in .
This establishes Property (2) in Sect.

6.3.2.  'We now proceed to establishing Property (3). We need to establish that the Beck-Chevalley
natural transformation corresponding to the diagram

Vect -2, wGrG—modfaCt(D(a}G,zo)f“t’”o’D(Grc))
(69) oblvs(c)mo T T(%factmo ,GrG)z

o S
VectS(@zg = wc;rG—modfaCt (Vectf“tl'0 D(Grg) )zo

zo

is an isomorphism.

Note that we can view as a commutative diagram involving the functors (3.6]):

inve(6),, (D(E(G)ag)®)  —"—  warg-mod™ (D(L(G)a,) ") 2tr0 P(Cre))
(6.10) T T
inve(@),, (D(S(G)ag)@0) —F— warg-mod™ (D(L(G)ay)*(@ro ) octeo P(Gre)) |

)
where D(£(G)20)" and D(L£(G)z, ) (@70 are considered as objects of £(G)4,-mod with respect to the
left action of £(G)4,, and ()% and (=)*(%=0 are taken with respect to the right action.
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The vertical arrows in (6.10) are induced by the 1-morphism
D(&(G)ag) V70 = D(E(G)ay)"
in £(G)z,-mod, given by oblvg(g),,—Kx With respect to the right action.
6.3.3. Let ®' be the functor
V0(G)a (DIE(G)a0) T (D70) = g -mod ™ (D(L(G)s,)*" (Do )fectao D(Gra)),
which is a particular case of (3.6) for C := (D(£(G)zo)£+<c)10 = D(Grg,z,)-
We expand diagram (6.10) as
. 5 ac acty T
MVE(G)q, (D(E(G)IU)K) EE— wGrG'mOdf t(D(’Q(G)Io)K)f t,D(G G))TO
°b1V£+<c)10—>KT TOblvs‘*’(G)wo—»K
. + . ot ac et zg \factzg, r
G1D) inveig),,, (D(E(G)ag)* (D70) —T warg-mod ™ (D(L(G)ag)*" (Dro)fecten PGra)),
PV 8 (G)py —+ £+ (Gag T TOblVS(Cv‘)zO =2t (G)ag
Ve, (D(E(G)ag) ¥ D%0) —T— Warg-mod™ ! (D(L(G)ay) (w0 )acte0 PG,

It is enough to show that the Beck-Chevalley natural transformations

(6.12) (Oblvs(c)zo 4>£+(G)m0)L ° q)jblv —Po (OblVE(G)mO HS‘*‘(G)wO)L
and
(6.13) (Obleﬂc)zO—»K)L 0% — "o (Ob1V£+(G)wO—>K)L

are both isomorphisms.
6.3.4. The assertion for follows from the fact that the 1-morphism
ObIV (6, 2+ Gy ¢ (D(L(G)ag) @70 = (D(L(G)g)* (@0
admits a left adjoint already in £(G).,-mod, see Sect.
6.3.5. To prove the assertion for , we expand the upper portion of :

(6.14)
inve(a),, (D(L(G)zy)") -2 W g-mod ™ (D(L(G) 5, ) ) foeteo PCra))
palm- +

V() (D(L(G)ag)™™ = (Dr0) Ty w6 -mod ™ ((D(L(G)rg )™ =" (Gro factag DGra)),

I |

. + + a et r
Ve (G)ag (D(S(G)eg) (D0)  —T wirgmod ™ (D(L(G)s, )" (Do )ctoo P(Gre)),

where the symbol alm- £+(QG),, refers to almost invariants with respect to £ (Q)z,.

It suffices to show that the Beck-Chevalley natural transformations corresponding to both subdia-
grams are isomorphisms.

For the lower square this follows from the fact that the 1-morphism
(D(L(G)rg)* (D0 (D(E(G)gg) (o
admits a left adjoint already in £(G).,-mod, see Sect. |4.2.10
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6.3.6. For the upper square in (6.14) we note:

e The left vertical arrow is an equivalence;

e The right vertical arrow is fully faithful. Indeed, the 1-morphism
(D(E(G)w) "™ = (D20 = D(L(G)a,) "
in £(G)«o-mod is fully faithful and admits a right adjoint.

Now, the fact that the Beck-Chevalley natural transformation is an isomorphism follows from the
next general assertion:

Lemma 6.3.7. Let

c, ——
be a commutative diagram, in which t1 is an equivalence and v2 is fully faithful. Then the Beck-Chevalley
natural transformation
(LQ)L od — (I)/ o (L1)L
is an isomorphism.
Proof. 1t suffices to show that the natural transformation
(12) o®ou =@ o) ou
is an isomorphism.
We have a commutative diagram of functors

(LQ)L odo L1 —— @l e} (Ll)L oLl

| !

(LQ)LOLgqu' —_— P’

We have to show that the top horizontal arrow is an isomorphism. However, the conditions of the
lemma imply that all three other arrows are isomorphisms.
a

6.4. Verification of Property (4). In this subsection we perform the key calculation involved in the
proof of Theorem [3.1.7]

6.4.1. We rewrite the functor (6.5)) as

oblv

— __ Ffactaq . Grgy
(6.15)  warg-mod™® (D(Gra,a, ) @teo P(Ere)) oBl plaxGp -y (T 2070

1 bag
— D™ (Grg,Ranunn / Heckeg, ) — Vect,
? zo
where
tag : Pt = Grg Ranunn / Heckeg,
’ zo

untl
T .

is the base change of the map xo — Ran
Note that by Sect. [6-2.9] the image of the natural transformation

! L

(t100blveg, )" — @

evaluated on k € Vect under the first arrow in (6.15]) is the map

!
(6.16) ]’(wGrG,Rangntl X §) — ]!(wGrG,R,ang““ X warc,mo) ~ g1 07 (wg ) = wa;

G,Rangatl G,Ranggtl
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6.4.2. Denote by 7g,,unu/ Heckeg, the projection

GrG,Ranggn/Heckezo — Rann!
Note that this morphism is pseudo-proper (see [Gall, Sect. 1.5.3]); hence, the functor

(TRanunt1 / Heckeg, )1 DlaX(GrG’Ranggu/ Heckeg,) — DlaX(Ran;‘gtl),

left adjoint to (7g,yunt/ Heckes, )', is well-defined and satisfies base change.

Hence, we obtain that the functor

lax (7 70 EG) (t20)
D™ (Grg ranuntt) — 7 D*(Grg ganunt1 / Heckez,) — Vect,
’ xq ’ o
appearing in (6.15]) can be rewritten as
e Franunt!)! —lax v amils (=)
(6.17) D™ (Grg gagunt) 25 D (Rant™™) "% Vect,
;Ranyn

where:

® Trnuntt denotes the projection Grg gapuntt — Ran%‘“;
;Ranis

o (TRanunt1)1 denotes the partially defined left adjoint to (Tgayuntt)'

Thus, we obtain that we need to show that the morphism (6.16) becomes an isomorphism after
applying the functor (6.17)).

6.4.3. The question is local; hence we can assume that (X,z9) = (A',0). Consider the objects of
D(Rang, ) obtained by applying the functor

) (Franuntt)!

Dla"(CA;T~G.7RM;3t1 D"*(Rani™) X D(Rang,)

to the two sides of (6.16)), where Rang, is the non-unital marked Ran space (which is a non-categorical
prestack) and

untl
zo

is the obvious map. Note that both these objects are equivariant with respect to the action of G,, on
Rang, by dilations.

1 : Rang, — Ran

6.4.4. Now we apply the contraction principle to the G,,-action on Ran,,, which says the functors
z : D(Rang,) — Vect

and

C.(Rang,, —) : D(Rang,) — Vect
are canonically equivalent when restricted to G,,-equivariant D-modules on RanzOE This implies the
functors

D'™*(Rani™") 220 Vet

zo

and
! C_.(Ranggy,—
Dlax(Ranggﬂ) X D(Rang,) c(Ranso: ) Vect,

are canonically equivalent when restricted to G,,-equivariant D-modules on Ranwgm. Note that by
GLC2, Lemma C.5.12], the latter functor is canonically equivalent to

C: (Ranuntl -)
1 t1 c zo
D™ (Rang, ) Vect .

15proof: the map o : pt — Rang, is right inverse to p : Ran,, — pt. Hence x:] o p! ~ Id. We only need to show
this natural isomorphism exhibits 1!0 and the left adjoint of p!, when restricted to G,,-equivariant objects. Note that
we have

. I
Rang, ~ cohm;epin(RanmU XRan X )

where Fin is the category of finite sets. Moreover, this isomorphism is compatible with the G,,-actions on both sides.
Hence the desired claim follows from the contraction principle for schemes ([DGl Appendix A]).



54 LIN CHEN, YUCHEN FU, DENNIS GAITSGORY AND DAVID YANG

6.4.5. Thus, it remains to show that the morphism ([6.16]) becomes an isomorphism after applying the
functor

P - (~ un )! c&(Ran:tltl7_)
(6.18) D™ (Gro papuntt) 225 DI (Ran22) T Veet,
Ranyn

6.4.6. Let us again assume that (X, zo) is arbitrary. We obtain that it suffices to show that the
morphism (6.16]) induces an isomorphism after applying the functor

Cé(aG,Ranggtl» _)'
I.e., we need to show that the locally closed embedding
(6.19) Grg ranyott X {1} = Grg ganunu X éerJO — @G’Ranggu
induces an isomorphism on homology.
As we will show in the next subsection, the latter assertion follows from the homological contractibility
statement from [Gall.

6.5. The contractibility statement.

6.5.1. Write
X = Y )
where X is a complete (and smooth) curve and x = {1, ...,z } is a finite collection of points on X.

— levell — levell
Let Bung denote the moduli stack of G-bundles on X. Let Bun, * (resp., Bun, *) be the moduli

stack of G-bundles with structure of level 1 at {z1, ...,z } (resp., additional structure of level K at xo).

We have a commutative diagram

E1)
Grg pamuntt ——— GIg papunt
) ’ zQ

(6.20) l l

level,}E levelalc

ung o 4, Bun, ~.
We will show that both vertical maps in ((6.20]) induce isomorphisms at the level of C.(—). This will
establish the corresponding fact for the morphism (6.19)).

We will show that both vertical maps in (6.20) are in fact universal homological equivalences.

6.5.2. The fact that the left vertical arrow in (6.20) is a universal homological equivalence is the
statement of the contractibility theorem from [Gal], applied to the complete curve X and {zo, z1, ..., Tn}
as marked points.

6.5.3. Note that the right vertical arrow in (6.20) is the base change of the map

leveli

(6.21) Grg Rapuntt — Bung
;Ranys
Hence, it suffices to show that (6.21)) is a universal homological equivalence.

6.5.4. Consider the forgetful map Ran;g‘“ — Ran""! and the map addg, : Ran""! — Ran;'g“. They
realize Rang, as a retract of Ran. Similarly, the map (6.21)) is a retract of the map

levell
Grg Ranuntt — BunGevei

Hence, it suffices to show that the latter map is a universal homological equivalence. However, this
is again an instance of the contractibility theorem, applied to the complete curve X and {z1,...,z,} as

marked points.
a
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7. PROOF OF THEOREM [A.7.3] FOR A TORUS
For the next three sections we will be concerned with the proof of Theorem

In this section we take G = T to be a torus, and we will prove Theorem [4.7.3| using local geometric
class field theory.

This special case will also be used in the proof of the general case of Theorem
7.1. Reduction to the case of characters.

7.1.1. Write
LH(T) gy ~ T x ker(£7(t) = t).

Fourier-Laumon transforms identifies the monoidal category D(£"(T)4,) with
QCoh(t/A) ® D(ker(£¥ () — )*),
equipped with the pointwise tensor product.
7.1.2. Note that for C € £(T),,-mod, the inclusion
alm-inv e+ (r), (C)—=C
is an equivalence if and only if for every non-zero geometric point
xt e (H/A) x (ker(£7 () = ©)%),
the fiber C,+ is zero, see [AGKRRV], Lemma 21.4.6].

7.1.3. Let C be an object of £(T")z,-mod. Thus, we obtain that in order to prove Theorem [4.7.3] it
suffices to show that for any such x*,

f tt r
wGrT-modfaCt(C:i e )
Up to changing the ground field, we can assume that x* is a rational point.

7.1.4. Note that k-rational points of (/A) x (ker(£¥(t) — ©)*) can be thought of character sheaves
on £5(T)4,.

For C € £(T)4,-mod and a k-rational point xT as above, we have
+ +
Gy = D(E(T).)* o) &€,
where Cy € DGCat and the action of £(T)., is via the first factor.
Thus, we need to show that for a non-trivial x™ and any Cy, the category
ac ot +)\ fac r
wGrT—modf t((D(E(T)JO)(L (T)aqx ))f tag,D(Grr) ® Co)xg
is zero.
7.1.5. We will prove:
Theorem 7.1.6. For a non-trivial x©, the category
ac + + ac T
a0 (D(E(T )y ) & T Dyfoctag DGrr)),
8 zero.

The proof in the presence of Cp is the same. The rest of this section is devoted to the proof of

Theorem [7.1.6]

7.2. Character sheaves on £(T)g,.
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7.2.1. Let x be an extension of x¥ to a character sheaf on all of £(T),,. (Note that the space of such
extensions is a torsor over

Hom(A, B(k™)) ~ B(T(k)),

where T is the Langlands-dual torus.)
The choice of x equips the category D(S(T)ZO)<£+<T)”0’X+) with an action of A, so that
(D(S(T)zo)(£+<T)””0’X+))A ~ Vect .

Let us denote the above copy of Vect, viewed as an object of £(T)z,-mod, by Vect,.

7.2.2. Using the equivalencﬂ
A-mod ~ Rep(A)-mod

of [Ga3|, we can recover D(S(T)IO)(£+(T>107X+) as

Functgep(a) (Vect, Vecty ).

Hence, we can reformulate Theorem [7.1.6] as:

Theorem 7.2.3. The category

fact facty, ,D(Grp)
warp-mod " (Vecty, °

)eo
1S zero.

7.2.4. The rest of this section is devoted to the proof of Theorem [7.2.3] The proof will amount to a
simple computation, once we input the assertion of geometric class field theory (gCFT), reviewed in
the next subsection.

7.3. Geometric class field theory.

7.3.1.  Consider the map
X — Rang,, = — {z,zo0}.

level2® level>®
Let GrT7Xm° denote the pullback of GrG’R:r‘l’zo along this map. Denote by j and ¢ the open and
closed embeddings

level3° level2° level2®
0 z0 =0
GrT,X—:cO > GrT,X N GrT,acO ’

respectively.

Note that we have the identifications

level2® level;‘(’)

Grr x "%, =~ Grr x—ay X £(T)z, and Gr ~ &(T)a-

T,xq
7.3.2. For X € A consider the connected component

(G'I“T,Xﬂvo)A X £+(T)wo = (GrT,X*l'o)A X (g(T)wo)O c (GrT,X*wo)/\ X L(T)ag-

. level2® . . .
Its closure in Gry, x*°, denoted (Grr,x—uq)* X £F(T)a,, is a £7(T)4,-torsor over X, and its special
fiber identifies with

(&(T)20)" C E(T)ap-

16Note that the category Rep(A)-mod, which appears in the formula below, identifies with QCoh(T), viewed as a
monoidal category under convolution.
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7.3.3. We will need the following statement from gCFT:

Theorem 7.3.4. Up to replacing X by an open subset containing xo, there exists a T-local system o
on X — x such that for every A\ € A, the local system

Ao) B x*
on
X % 85(T)zg ~ (Grrx )™ X £7(T) 2,

extends to a local system on (Grr, x—azg)> X £1(T)aq-

Moreover, o is unique, up to tensoring with T-local systems unramified near .

7.3.5. Note that a choice of ¢ as in the theorem determines an extension x ~+ x. Indeed, the
restriction of x to (£(T)x,)” equals the restriction of the extended local system to

(GrT,X*Hfo))\ X £+(T)mo « (E(T)mo)k'

7.3.6. Note that the assignment
A~ Ao)

extends to a local system on Grr Ran,, to be denoted A(c), which is equipped with a natural factor-
ization structure.

It follows formally from Theorem [7.3.4] that the local system

Alo) X x
on
level;‘é
Gr7,Ran, X £(T)z, ~ (Rano x {zo}) x Grgpan
Rang ’ o
level®
extends (uniquely) to a local system, to be denoted xRan, oo on Gr;v;:r?mo.

Moreover, XRan, 0 has a natural factorization structure with respect to A(o).

factgz,D(Grr)

7.4. The module Vect, . Recall the object
(7.1) Vecti ™0 P ¢ D(Grp)-mod .

In this subsection we will describe it as the factorization restriction of the tautological (i.e., vacuum)

object Vectfet=o e Vect -modiao“.

7.4.1. Denote by 7y the factorization functor D(Grr) — Vect, given by the precomposition of m (see
Sect. [3.2.1) with the operation of tensoring by the inverse of A(o).

We claim:

Proposition 7.4.2. The object (7.1) identifies canonically with Resx¢ (Vect -modf?“teo),

Proof. Note that the operation of tensoring by A(c) is a factorization automorphism of D(Grr).
Moreover, tensoring by Xran., defines an isomorphism
(D(S(T)g;o )factzo ,D(Grp) )E(T)IO N (D(S(T)zo )factzo ,D(GrT))(E(T)IO ) 7

ie.,
Vectfactzo ,D(Grp) N Vect;aCtl-O ,D(Grp) 7
compatible with the above automorphism of D(Grr).

Now, the assertion of the proposition follows from that of Proposition [3.2:3]
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7.4.3. Denote
Ry, =7 (wary) € FactAlg(Vect).

Thus, by (1.9), we can reformulate Theorem as follows:

Theorem 7.4.4. The category }%j«ﬁ—rllodif‘oCt 18 zero.

Remark 7.4.5. The assertion of Theorem follows easily from that of [Bogd, Equation (4.10) and/or
Theorem 3.8]. Below will give an alternative (in a sense, more elementary) proof.

7.5. Proof of Theorem via chiral algebras.

7.5.1. Let R;ahﬂ be the chiral algebra (on X — x¢) corresponding to Ry ,, so that
RT;U—modffoct ~ RCT'h’G-modfct‘,,

see Sect. D.1].

Thus, we need to show that RS -modSh = 0.

7.5.2. Note that the D-module on X — x¢ underlying RCT“h,g identifies canonically with
G/\SR?;, R;l“a’\ =A0) @ wx—z0[—1]-
The chiral operation is given by
(Jar )+ (A(0) @ wx—ao [—1]) W (1(0) @ wx —a0 [-1])) —

= A(A0) @ wx—a0[~1]) ® (1(0) ® Wx -z [=1]))[1] = As((A + 1)(0) ® wx - [~1]).
7.5.3. Let M be an object of R%U—modig; let M denote the underlying the vector space, so that the
D-module underlying M is 4. (M).
The chiral action is given by

act : (arag)- (RS,) ® M = i (M),

The axiom of chiral action implies that the (signed) sum of the following three morphisms
(7'2) (jr1¢z2»1175730@2¢10)*(R%E‘,a X RCT“h,a) @M — Ao Z*(M)

(as D-modules on X?) is zero:

act

. . o {—,—}®Id . o )
L4 (JI1¢I2711¢10»127§10)*(Rj"ltg &R%to') @M J A O(Jwiwo)*(R;g) ® M = A, OZ*(M);
[ ]
. ch ch Id ® act
(]11¢I2,I1¢10,I2¢10)*(RT,U X RT,a) QM —
— (id x2)« 0 (jx;,ggco)*(RCTh,U) QM (id X3)x 04 (M) = (i X 1)« (M) = Ay 04 (M);
e The map, obtained from the previous one by interchanging the roles of x1 and x2.

7.5.4. Since o is non-trivial at x, we can choose A € A, so that the 1-dimensional local system A(o) is
non-trivially ramified at x.

Let us restrict the three maps in (7.2 to
(7.3) (jx1¢x2,x1¢x0,x2¢xo)*(R;‘*}t? X RCT'}:’;A) ® M.
Note that the space of maps
(Jazzo )« (A(0) @ wx —aq) — ix(M)
is zero, and similarly for —\.

Hence, the restriction of the 2nd and 3rd maps to (7.3) are zero. Hence, so is the restriction of the
1st map.
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7.5.5. By definition, the first map identifies with

(T:4) (Jor#wa,er#w,matw0)x (A(0) @ Wx -0 [1]) B (=A(0) @ wx —20[1])) @ M —
= D 0 (Jurtng )x (Wi —ag [~1]) ® M %3 A 0 (M).
Note however, that the above copy of

WX —ao[—1] = R

is the chiral unit in RCTh,J, and since M is a unital chiral module, the last arrow in ((7.4]) comes from the
canonical map

(Jaztao )« (Wx —ap[—1]) = ix (k).
Since ([7.4) is zero, this means that the first arrow in (7.4) factors via a map
(Jor 22,21 200,22700 )« (A(0) @ WX 0 [~1]) W (=A(0) @ WX —2p[—1])) ® M — A (wx[~1]) ® M.

If M # 0, this would mean that the canonical map
(Jor 2,21 200,200 )« (A(0) @ WX 0o [~1]) W (= A(0) @ WX —2p[—1])) = As 0 (Jartwy )« (WX —20 [—1]))

factors as

(jm#w,l‘ﬁﬁzo,w#zo)* ((A(U) QWX —zq [_1]) X (_)‘(U) QWX —zq [_1])) -
== As(wx [=1]) = As 0 (Jartag )« (Wx -2 [—1])),

which is false.

O[Theorem ]

8. TOWARDS THE PROOF OF THEOREM [.7.3} THE KEY GEOMETRIC LEMMA

In this subsection we supply a key geometric input for the proof of Theorem incarnated by
Lemma [8.2.7]

8.1. Extending the loop group action.

8.1.1. Consider the (corr-unital) factorization group ind-scheme £(G) and its (co-unital) factorization
group subscheme £1(G), so that their fibers at ¢ are £(G)z, and £ (G)z,, respectively and
Gre ~ £(G)/£1(0).

We consider also the corresponding tautological (i.e., vacuum) factorization module spaces at zo,
denoted £(G)™%0 and £7(G)™*0 over £(G) and £1(G), respectively.

8.1.2. Unwinding the definitions, the !-pullback along the multiplication map of £(G) defines a laz-
unital factorization functor

D(£(G)) = D(£(G)) @ D(L(G)),

while the similar functor for £1(G) is a strictly unital factorization functor (see Sect. and
Sect. [C.5)). In other words, we obtain (associative) coalgebra objects

(8.1) D(£(G)) € coAlg(UntlFactCat' """
while
(8.2) D(£7(G)) € coAlg(UntlFactCat).

Note that we have a homomorphism between these coalgebra objects

!

i : D(L(G)) = D(L£F(@))
given by l-pullback along the factorization map i : £¥(G) — £(G).
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8.1.3. We define a unital factorization action of £(G) on a unital factorization category A to be a
comodule structure of A with respect to the coalgebra (8.1), such that the composition

A DEG) @A L2 peta) e A
is strictly unital.

If £(G) acts on a unital factorization category A, and D is a unital factorization A-module category
at xo, we can similarly define the notion of unital factorization actions of £(G)™*=0 on D that are
compatible with the given £(G)-action on A.

Note that in this case, the fiber D4, at zo acquires an action of £(G)+, as a DG category.

8.1.4. Ezample. An example of a unital factorization category equipped with an action of £(G) is
A :=D(Grg).

For this choice of A, an example of a unital factorization module category D equipped with a
compatible £(G)f*=0-action is D(L(G), ) =0 P(CEra),

Note that the resulting £(G)q,-action on
(D(L(G)a) 20 P ) o~ (@)
is given by left translations.

8.1.5. For A as above, denote
A= AT (@)
which is defined as the cosimplicial limit of
A=DETG)@A---
in UntlFactCat. Note that the forgetful functor
LAY 5 A

is a strictly unital factorization functor.

For D as in Sect. [B-1.3] consider

D’ := Res, (D) € A’-mod".
We claim:

Proposition-Construction 8.1.6. Under the above circumstances, we have a natural action of
£(G)a, on D° as an object of A°-mod%, so that the action on

D), ~ Dy,
is the action from Sect.[8.1.3
Proof. Let
(8.3) Smerwreg(G)Ranmo C £(G)rang,

be the group ind-scheme over Ran, defined in [GLC2| Sect. C.10.10].

By construction, £™7(G)Rran, , comes equipped with a projection to the constant group ind-
scheme with fiber £(G)z,.

By the construction of the operation of factorization restriction (see [GLC2, Secrt. B.9.28]), the
action of Q(G)Ranwo on the crystal of categories underlying D restricts to an action of £ (@3) Ran,
on Res, (D). Moreover, this action factors via

£ (D) pany, — £(G)ag X Raia,.
O

Remark 8.1.7. Informally, Proposition reads as follows: the action of £(G)s, on D, commutes
with the factorization module structure with respect to A°.
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Corollary 8.1.8. For a factorization algebra A € A°, the category

[GLC2l Lemma B.12.12
1(A)-mod™* (D)., ~ )

A-mod™*(D%),,
carries an action of £(G)z, compatible with the forgetful functor
A-mod™* (D), — Dyy.

8.1.9. Ezample. Let us consider what may be a familiar situation in which Proposition [8.1.6is appli-
cable.

Consider the factorization category KM(g, k) of Kac-Moody representations (at a given level). It
carries an action of £(G)ran (twisted by the level), defined as in [GLC2] Sect. B.14.22].

The corresponding category (KM(g,/-c))’ﬁ(G) is by the definition the factorization version of the
Kazhdan-Lusztig category, denoted KL(G, k), see [GLC2] Sect. B.14.28].

Consider
KM(g, k)"0 € KM(g, k)-modi*.
Then Proposition says that the action of £(G)s, on KM(g, )z, commutes with fusion against
objects of KL(G, k).
In particular, Corollary says that for a factorization algebra A € KL(G, K)Rran, the category
‘A'mOdfaCt(KM(ga K’))IU ’

carries a natural action of £(G)q,.

8.1.10. Let C be an object of £(G)z,-mod. By the construction of the functor (2.1)), the example in
Sect. shows that the resulting object

CfactzO,D(Grg) e D(Grc)_modf;)ct

carries a compatible action of £(G)%™o .

Applying Corollary 1.8 to
warg € Alg™(D(Grg)),

viewed as a £(G)- (and hence £ (G))-equivariant object, we obtain that the category
wGrG_mOdfact (CfaCtT'O ,D(Grc;))xo
carries an action of £(G)z,, which commutes with the forgetful functor

WGrG-mOdfaCt(CfaCtzo’D(Grc))zO N (Cfactmo,D(Grg))zO ~ C.
8.2. The key geometric lemma.

8.2.1. We continue to be in the context of Sect. B1.3l Consider the restrictions
Ax :=A|x and Dxxz, := D|x x5,
along X — Ran and X x z¢ — Rang,, respctively.
Denote by
(X — z0) D X <& {20}
the corresponding morphisms, and by
Ax 20 ®Day 25 D sy £ Dy

the corresponding functors.
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8.2.2. For a triple of objects a € Ax_,, and d,d’ € D,,, consider the space
Hompy ., (j-(a® d), ix(d')).
For future reference, we note that if a € Ag(,:,:o, we have a canonical identification
(8.4) Homp ., (7= (t(a) B d),in(d)) = Hompo (j«(aBd),i.(d")),
z0

see Sect. for the notation. This follows from the construction of the operation of factorization
restriction (see [GLC2) Secrt. B.9.28]).

8.2.3.  More generally, for an affine test-scheme S and an S-point g of £(G)g4,, consider the spaces

(8.5) Tomp,,, e (P (G-@E d)), pr'(i.(d))
and
(8.6) Homp, ., api(s) (pr!(j*(aIX d)), act!(i*(d’))) ,

where pr' and act' are the two functors

Dxxzo = Dxxzo ® D'(S).

8.2.4. In what follows, we will abuse the notation slightly and omit S. So we will simply write j.(aXd)
instead of pr'(j.(a®d)), and we will write

g-i.(d') := act' (i.(d")).
Note also that
g-in(d) ~in(g-d),

where in the right-hand side g - — refers to the £(G)z,-action on Dy, .

Thus, instead of (8.5) we will write
(8.7) Homp.,., (. (a B d), i.(d)),
and instead of we will write
(8.8) Hompy ., (=@ K d), (g - d)).
8.2.5. Let us come back for a moment to the statement of Proposition It implies that for a,d, d’
and g as above, we have a canonical isomorphism

(8.9) Hompy,,, (J«(aXd), ix(d")) ~ Homp ., (j(@X g-d),i.(g- d").
Hence, by Proposition |8.1.6] the expression in (8.8) is canonically isomorphic to
(8.10) Hompy,,, (G«(@B (g7 - d)),i.(d")).

8.2.6. The key assertion behind the proof of Theorem [£.7-3]is the following:
Main Lemma 8.2.7. Suppose that the object a belongs to (Ax—z, )X =20,

(a) If g is a point 0E| L(N)az,, there exists a canonical isomorphism between the spaces and (8.8).

17In the formula below, N is the maximal unipotent subgroup of G.
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(b) Ifd € (DZO)SHG)EO, then for any g € £(G)a,, there exists a natural isomorphism, to be denoted
Qg.4,d, between the spaces (8.7) and ([B.8), such that for g1 € L1 (GQ)a, the diagram

“g1-9,d,d’

Hompy,,, (j-(aBd),i.(d")) Hompy,,, (J-(@Bd),i.((g1- ) - d))

d is sphericallfv g{omDXme (]* (a X d), T (gl . (g . d/)))
|

a 1
9,97 -d,d’

%OmDXx% (j*(a|X|g1_1 ’ d)?i*(d,)) : j_(:omDXXJJO (j*(aggl_l 'd)vi*(g ’ dl))

commutes.

In what follows, adopting the conventions of Remark Sect. [8.2.4] we will write the sought-for iso-
morphism in Main Lemma [8.2.7] as

(8.11) Homp ., (G- (aB®d),in(d)) 2% Homp,, ., (j-(aRd),i(g-d)).

Remark 8.2.8. Let us emphasize the difference between the assertion of Main Lemma and that
of Proposition [8.1.6

In , both d and d’ are moved by g (while a is only required to be £¥(G)-equivariant).

By contrast, in Main Lemma only d (or d) is moved by g, but a is required to be £(G)-
equivariant.

Remark 8.2.9. One can show that when G is semi-simple, one can get rid of the condition that d be
£7(G)zy-equivariant. However, when G has a non-trivial connected center, the £ (G),,-equivariance
condition on d is necessary.

8.2.10. Here is how Main Lemma [8:2.7 will be used:
Corollary 8.2.11. Let a, d and d’ be as in Lemma

(a) We have an isomorphism

+ x
Tompy ., (J-(@B d),in(d)) = Hompy,, (j*<a Kd), i (Avy °<d’>>) :

(b) For G reductive, under the additional assumptions of Lemma[8.2.7(b), we have
Hompy ., (j* (aXd)® C.(Grc,%o)’z‘*(d’)) ~

+
o~ fJ'ComDXXZO (j* (a X Av!ﬂ (@)zg—E(G)zg (d)),i*(d')> 7

ot
where AV!L (@08 D0 4o 45 in Sect. 4.6.11].

Proof. We prove point (a), as point (b) is similar. By adjunction,
+
(8.12) Hompy,,, (J‘*<axd>,z'*(Avf (N (d’>>) =

~Homp ., goi(et ) (J=(@H d), ix(guniv - d))
where guniv is the tautological £7 (N)-point of et (N).
Now, Main Lemma [8.2.7(a) implies that the left-hand side in identifies with
(8.13) Homp, ., entetvy (J+(@Bd),i(d)).

Both objects
j«(a®d) and i.(d’) € Dxx., ® D'(£7(N))
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are the same-named objects in Dx x4, , tensored with wo+(ny) € D'(£+(N)). Since the latter object is
compact, the expression in (8.13]) is isomorphic to

Hompy,,, (j-(a®d),i.(d) @Endp e+ vy (We+ () = Hompy ., (jx(a®d),i.(d) @C(£7(N)).

Now, since N is unipotent, £ (N)) is contractible, and hence C'(£*(N)) ~ k.
g

8.3. Proof of Main Lemma reduction to a particular congruence level.

In this subsection we will show that we can assume that both d and d’ are invariant with respect
to some congruence subgroup K, C £1(G)a,.

8.3.1. First, as the category D, is acted on by £(G)s, D £1(G)x,, every object can be written as a
colimit of objects invariant with respect to congruence subgroups.

Thus, we can assume that d is invariant with respect to some K,, n > 1.

8.3.2.  We now use the fact that a is £ (G)x—z,-equivariant, and we apply isomorphism (8.4)):

By Proposition , the category D%XIO is acted on by £(G)z,, and in particular by K,. By
assumption, with respect to this action, the object

j-(a®d) € DXy,
is K, -invariant.
Hence, the left-hand side in remains unchanged if we replace d’ by AvE"(d’).
Similarly, the right-hand side in remains unchanged if we replace g -d’ by Avi~(g-d’).
8.3.3. Now, for a given point g of £(G)q,, let m > 1 be large enough so that
Ady(Km) C K.

In this case,
AvEn (g-d) ~Av, " (g- AvEm (d").
Therefore, the right-hand side in (8.11]) remains unchanged if we replace d’ by Avy™(d’).

8.3.4. Thus, we can assume that d’ is also invariant with respect to some congruence subgroup.
8.4. Proof of Main Lemma: reduction of point (a) to point (b).
8.4.1. Given an S-point g of £(N).,, we need to establish isomorphism (8.11).

By the previous subsection, we can assume that both d and d’ are invariant with respect to the
subgroup K, (N) := K, N £(N)a, for some n > 1.
8.4.2. Let X\ be a dominant coweight so that
Ad» (87 (N)gy) C Kn(N).
Le.,
LH(N)zy C Ady—a (Kn(N)).
Using the £(G)az,-action on ngm, we can identify the two sides of (8.11) with ones, where we
replace d by t™* -d and d’ by t=* - d’, and g by Ad,-x(g).

However, now t~* -d and t~* - d’ are Ad,—x (K, (N))-equivariant, and hence £ (N),,-equivariant,
by construction.

8.4.3. This reduces the assertion of point (a) of Lemma [8:2.7) to point (b) (for G replaced by N).

8.5. Proof of Main Lemma b): the mechanism. In this subsection we will explain the main
geometric idea behind the proof of Main Lemma b).

We will describe a paradigm in which one obtains an isomorphism (8.11)).
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8.5.1. Assume that d is invariant with respect to a subgroup K C £(G).,. Note that using the
averaging functor as in Sect. [8.3.2} we can assume that d’ is also K-invarian{™]

Let g be an element of £(G)q,, i.e., a map Dy, — G. Let g’ be a map
(8.14) g XxX-A=G
with the following properties:
e For every x # xo, the restriction of map
g/z = g/|(X—z)><z X—-z—=G
along Dy, — X — z lies in K
e The restriction of the map
Gro = 9'|(X—2g)xao : X —20 = G
along D;O — X — xo equals g modulo K.
We claim that a choice of a map g’ as above gives rise to an isomorphism (8.11]).
8.5.2. For any map as in (8.14)), its Laurent expansion in the first coordinate around the divisor
AU (1’0 X X)

defines a section of
Q(G)szo = £(G)Ranz0 ‘szo
over X ~ X X xo, and hence acts by a self-equivalence on D x x4, -

We claim that the action of the above element g’ is such that

(8.15) g (j«(aRd)) ~ j.(aRd)
and
(8.16) g - (i.(d)) ~i(g-d).

This would give rise to an isomorphism .
8.5.3. To prove , we need to establish the corresponding isomorphism over X — zg.
Note that a map acts on an object
akd e Ax_z, ® Dy,
via:

e The Laurent expansion of g’ around the diagonal divisor and the action of the resulting element
of £(G)x -z, on a;

e The Laurent expansion of ¢’ around zp X X and the resulting action of £(G)s, on d.
Now, the condition that a is £(G) x —a,-equivariant implies that
g -a~a.
And the condition that the g'|D§UX
implies that ¢’ - d ~ d.
8.5.4. To prove , we need to show that the action of
7o sz € £(G)

. € K combined with the assumption that d in K-invariant

on d’ produces the same result as g - d’.
However, this follows from the assumption that
!/
g ‘Dfomo =gmod K

and the fact that d’ is K-invariant.

181n practice, for the proof of Main Lemma b), we will take K to be £(G)y, itself.

0
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8.5.5. Assume now that ¢’ is in fact a map
X x X =G,
i.e., that it is regular around the diagonal.
Unwinding the construction, we obtain that the resulting isomorphism equals

. . (8-9)
Hompy ., (j-(a & d), i.(d")

Hompi ., (7-(aB (g d)),i.(g- d))

8.5.6. Note also that the isomorphism (8.11]) is naturally compatible with the group structure on
Maps(X x X — A, G), i.e., for a pair of points g1, g5 € Maps(X x X — A, G), the diagram

d is spherical
~

~Hompy,,, (j(@aXd),i(g- d").

“go.,d,d’

Hompy ., (J-(aXd),i.(d')) Hompy ., (J« (@B d), ix(g2 - d'))

ag1-92,d,d’l Jro‘m-,gz-dﬁi'
Hompy .,y (jx(@Bd),ix((g1- g2) -d)) ——— Hompy,, (j-(akd),is(g1- (92 -d")))
commutes.

8.6. Proof of Main Lemma [8.2.7(b): approximating the loop group. The assertion of the
Main Lemma b) is étale-local, so in what follows we will assume that the pair (X, zo) is (A, 0).
We will implement the mechanism from Sect. or K = £7(GQ)ay-

8.6.1. We will construct a group ind-scheme (ind-affine, of ind-finite type) I', equipped with a map
¢: T — Maps(X x X — A,G),

such that the composite map

(8.17) I' % Maps(X x X — A, G) = £(G)xy
satisfies:
e ForI'":=T x £%7(G)y, the resulting map
£(G)ag
(8.18) L/TT = £(G)2y /LT (G)zy = G160

is an isomorphism.
Given such a map, the construction in Sect. will imply the assertion of Main Lemma b).

8.6.2. We take
I:=G(tt ") :=Maps(A' —0,G).
We let ¢ be defined by precomposition with the projection
XxX-A=A"xA' - A™RZRTZ AT g
8.6.3. Note that the map (8.17) is the standard map corresponding to k[t,t '] < k((t)). Hence,
I'" = Maps(A',G) = G[t].
Hence, the map (8.18)) is the map
G(t,t7)/Glt] = G(1) /G,
which is known to be an isomorphisrﬂ
9. PROOF OF THEOREM [£7.3]
9.1. What to we need to show?

19This is a consequence of the Beauville-Laszlo theorem, combined with the fact that every G-bundle on P! can be
trivialized on Al, étale-locally with respect to the scheme of parameters.
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9.1.1. Recall that by Corollary B1.8] the category
(9.1) wGrG—modfaCt(CfaCt””U ,D(Gr.:;))gg0
carries an action of £(G)z,.
Since the forgetful functor
Weng-mod™et (G0 P(Gra)y @

is conservative and compatible with the £(G)s,-actions, by Lemma [4.6.4} it suffices to show that the
functor

(92) alm-invE(G)mo (wGrG—mOdfaCt(CfaCtTO’D(GrG));cO) N wGrG_modfact (Cfactzo,D(Grg))xO

is an equivalence.

9.1.2. The strategy of the proof will be as follows:

(1) We will show that the category (9.1)) is spherically generated (see Sect. for what this
means);

+
(2) We will show that the functor Av!g (@Deo =2 D0 the spherical subcategory of (9.1) (see

Sect. [4.6.11)) is conservative. By Proposition [4.6.12} this will imply that (9.2)) is an equality.

9.2. Functoriality revisted. In this subsection we briefly revisit the set-up of Sect.

9.2.1. Note that we have a canonical map of factorization algebras in D(Grg)
we ¢ (Grg)«(wary, ) = warg -

Hence, we obtain a functor

Resy, g
(93) wGrc_mOdfact (CfaCtmoyD(GrG) )zo _><i> (GI‘¢)* (WGrG/ )_modfdct (CfaCtIO ,D(Grg) )zo ~

~ WGy, -modfaCt(ResGr¢ (CfaCtl‘O ,D(Grg) ))zo ~ Wery, _modfact((cl)factl.o ,D(Grcl))zo

Note that the source (resp., target) of the above functor carries a natural action of £(G),, (resp.,

£(G")ay), see Corollary [8.1.8]

9.2.2. Unwinding the constructions, we obtain:

Lemma 9.2.3. The functor (9.3)) intertwines the £(G')a,-action on the target with the £(G')z, -action
on the source obtained from the £(G)q,-action by precomposing with ¢.

9.3. Proof of spherical generation.

9.3.1. Replacing C by the kernel of the right adjoint to (4.25)), we can assume that Ct (@a0 =,
We will show that the category (9.1) is zero in this case.

9.3.2. By lemmas[2.2.4] and [0.2.3] and using the fact that Theorem has already been proved for
the group 7', we know that the action of £(7T)s, (and in particular of £7(T),,) has been canonically
trivialized.

In particular, the inclusion
alm—inv£+ (T)ay (WGrG _modfact (CfaCtl'O 7D(Grc))zo) < Warg _modfaot (CfathO ,D(Grc))z0

is an equality.



68 LIN CHEN, YUCHEN FU, DENNIS GAITSGORY AND DAVID YANG

9.3.3.  We claim that the inclusion

. fact ; ~facte ,D(G fact ; (~facty ,D(G
alm—mvm.(N)mo (wGrG—mod et (Ccrcteo ( rG))gco) — Warg-mod * (C* o ( rG))gco

is also an equality.

(N)

ot
To prove this, it suffices to show that the functor Avy *0 is conservative on (9.1]). Let

fact | (~factzg ,D(G
C € Warg-mod ™ Gtz P(Era)y

+
be an object in the kernel of Avf (M=o Then by Corollary [8.2.11[a), we obtain that
(9.4) TOMD s (0 (@Girg B o) (Car) ) = 0,
where:

e D :— Cfactxo,D(Grg);

® Cyzy = 0blvug,, (€).

9.3.4. We claim that (9.4) implies that c;, = 0. Indeed, the structure of factorization warg-module
on c gives rise to a map

Jr(Warg M eag) = ix(ca)[1],
and we claim that if this map is zero, then cg, is zero.

Indeed, this follows from the fact that ¢ was a unital factorization module, and hence the composition
J+(In(Grg) B €ag) = Ju(warg B Cag) = ix(Cap)[1]

is the canonical morphism.
9.3.5.  We now claim that the inclusion

invg, (wGrG—modf‘“t(CfaCt“”U’D(GrG))IO) 5 alm-inv g, (wGrG—modfaCt(CfaCtxO’D(Grc))zo) —

N wGrG_mOdfact(Cfactmo,D(Grc;))ro

is also an equality.

Indeed, this follows from the triangular decomposition

Ki=(KiN & (N)ay) (K1 N LT (T)ay) - (K1 N LT (N )ap),

and the fact that the equality holds for each of the factors.
9.3.6. Thus, the action of £*(G)4, on

C = uJG,rG—rnOdfaCt (CfaCtmo’D(GrG))xO
factors through
’Q+ (G)IO - Ga
while we have:
° (C/)N -
e The action of T on C’ is trivialized;
e (C%=0.

In Sect. below we will show that any C’ with the above properties is zero.

Remark 9.3.7. Note that if we weakened the second assumption to alm-invy(C’) = C’, the assertion
that C’ = 0 would be false: a counterexample is provided by Sect.

Remark 9.3.8. As we shall see, the first condition (i.e., that (C')Y = C’) is actually superfluous. So,
in fact we are proving the following:

Proposition 9.3.9. Let us be a given a categorical representation of G, such that its restriction to T
can be trivialized. Then the initial categorical representation is almost trivial.
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9.4. The toric localization argument. To simplify the notation, for the duration of this subsection
we will perform the notational change,

C' ~ C.
9.4.1. Let D be a category equipped with an action of T. Then the category D7 is acted on by Vect”.
In particular, the (commutative algebra)
C'(BT) ~ Sym(t'[-2])

maps to the Bernstein center of DT.

9.4.2. Let DI C D be the non-cocomplete subcategory consisting of objects, on which some non-zero
graded ideal in Sym(t*[—2]) acts trivially.

Denote by D the quotient
D"/Dg,

taken in the world of non-cocomplete categories.

9.4.3. We consider CV and C itself as acted on by T (note that by [BZGOL Remark 1.2], if C # 0,
then CV # 0). Let F be an object of D(T\G/B). Convolution with F can be thought of as a functor

c? ="’ - .

The following assertion is an abstract version of the toric localization principle:

Lemma 9.4.4. For c € CP, the image of Fxc € CT under

c’"-cC
is canonically isomorphic to the image of
@ (w : C) ® 9:107
weWw

where:

e W denotes the Weyl group;

e For w € W we denote by the same symbol the corresponding T-fized point in G/B;

e w-c:= 0, *c, where §,, is viewed as an object of D(G/B)Y = D(T\G/B).

o F,, is the !-fiber of F at w € G/B.

The proof is given in Sect. [0.5] below.
Corollary 9.4.5. The image of ¢ under CT — C is a retract of the image of
kgp*c.
9.4.6. Note now that the assumption that C% = 0 implies that the functor
kgpx(-):C% = C"
vanishes.
Hence, from Corollary we obtain that this assumption forces that the inclusion
(Y8 (€)= c”

is an equality.
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9.4.7. We now use the assumption that the T-action on C is trivialized. Hence so is the T-action on
C¥. This assumption implies that

(€M’ ~ N @ Vect”,
where the action of Vect” is via the second factor.

Now, for 0 # ¢ € C", the object
c®keCY®Vect”
does not belong to (C™)F.

9.5. Proof of Lemma [9.4.4]
9.5.1. It is enough to show that the image of ¥ € D(T\G/B) ~ D(G/B)” under
D(G/B)" — D(G/B)
is isomorphic to the image of
® (6w ® Fuw).
We have a canonical map
@ (0w @ Fu) = F,

whose cone has the property that its !-fibers at the points w are zero.

Hence, it is enough to show that if F has vanishing !-fibers at all the points w, then its projection

—~

to D(G/B) vanishes.

9.5.2. Using Cousin decomposition, we can assume that F is the *-extension from an object on a
single Schuber cell (G/B)w € G/B. Furthermore, by assumption, it is the *-extension from the open
subscheme (G/B). — w. Hence, it is enough to show that the inclusion

D((G/B)w —w)g € D((G/B)w —w)"
is an equality.
We claim that this is the case for any scheme Y on which a torus 7" acts without fixed points.
9.5.3. First, in order to show that the inclusion
D(Y)s €D(Y)"
is an equality, we can replace the action of the original T" by the action of any G,, that maps to 7.

The fact that T has no fixed points on Y implies that we can find G,, — T that acts on Y with
finite stabilizers. We will show that for this copy of G,,, the action of

C(BGm) =~ k[n], deg(n) =2
on D(Y)®™ factors though a non-zero ideal.

9.5.4. The action of C'(BG,) on

D(Y)®™ ~ D(Y/G,,)
factors via a homomorphism
(9.5) C'(BGm) = C(Y/Gm).

Hence, it is enough to show that this homomorphism factors though a non-zero ideal.

9.5.5. The assumption on the G,,-action on Y implies that Y/G, is a Deligne-Mumford stack. Hence,
C(Y/Gy,) is finite-dimensional.

Hence, the homomorphism (9.5 has a non-trivial kernel.

n
9.6. Proof of the conservativity of AV!E (@zo = &(o
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9.6.1. Let .
2H(@)n
ce (wGrG_modfact(Cfactzo,D(Grg))xo) 0

+ o
be an object in the kernel of AV!S (@ =>8(Po

Then by Corollary [8.2.11[b), we obtain that
(9.6) TComD sy (I (@ B €ag)s (€00 ) = 0.

9.6.2. This implies that ¢z, = 0 by the same argument as in Sect. [0.3:4]
O[Theorem [£.7.3]
10. AN APPLICATION: INTEGRABLE KAC-MOODY REPRESENTATIONS

In this section we discuss an application of Theorem m (rather, of its incarnation as Theo-
rem |3.1.7)). Namely, we establish an equivalence between integrable Kac-Moody representations and
representations of the integrable quotient of the Kac-Moody chiral algebra.

10.1. Integrable Kac-Moody representations and the integrable quotient.

10.1.1. 'We define integrable Kac-Moody representations, following the framework of [Ral Sect. 7.4].
Namely, we let Lar, be a factorization line bundle on Grg.

Consider the factorization functor

(10.1) D(Grg) — Vect, F = T™9N(Cra, F© Lawg)-

We define the integrable Kac-Moody factorization algebra in Vect to be
VICE]}H = FIndCOh(GrG7wGrG ® LGrG)~

Remark 10.1.2. Recall that to the datum of Lar there corresponds a discrete invariant, called a level,
and denoted x, which is a W-invariant Z-valued quadratic form on the coweight lattice A of G.

It is shown in [Rol Theorem 7.4.3] that if the restriction of x to one of the simple factors of G is

negative-definite, then V¢, = 0.

If the restriction of  to all simple factors of G is non-negative definite, then
VE" = VEllx[-1] € D(X)

lives in single cohomological degree 0, so can be regarded as a classical chiral algebra.

In the latter case, if G is semi-simple and simply-connected, Vg’fr’fh is what is usually called the
integrable quotient of the Kac-Moody chiral algebra at level x, denoted

V= Vol x[-1]

(per our conventions, we reserve the symbol Vg ,. for the corresponding factorization algebra).

In the opposite case, namely, when G =T is a torus, Vlc';ffh is the lattice chiral algebra.
10.1.3.  Recall that the pullback of LGrg ., along the unit section

unita:, : Ran — Grg

is canonically trivialized (as a factorization line bundle over pt).

We quote the following result (see [Zhao, Corollary C]):
Theorem 10.1.4. The pullback Loy of Lar along the projection

£(Q) — Grg

carries a uniquely defined multiplicative structure, compatible with the trivialization of its restriction to
£1(@), given by the trivialization of units, ., (Larg)-
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10.1.5. Consider the resulting central extension of £(G)q4,; denote it by

—

1= Gm = £(G), 4, = LGy — 1.

K,T

The datum of such a central extension is equivalent to that of a weak action of £(G)s, on Vect.
Denote the resulting objec of £(G)z,-mod™** by Vect,,.

The category Rep(£(G)q,, k) of integrable £(G)-representations at level « is by definition
Functe(g), _moawear (Vect, Vecty).

Remark 10.1.6. The category Rep(£(G)q,, k) is well-defined for any x. However, when x is negative-
definite, the natural forgetful functor

(10.2) Rep(£(G)zy, k) — Vect
is Zerﬂ

Indeed, for an object of Rep(£(G)qy, k), the n-th cohomology of its image under would be
an integrable representation of £(G)s, at level k in the classical sense. But for x negative-definite,
there are non-zero such, because the sign of x makes the dominance condition on the highest weight
impossible to satisfy.

Yet, the category Rep(L(G)az,, k) is non-zero. In fact, for any x, we have a natural identification
Rep(£(G)ags k') = (Rep(L£(G)ags k)", K = =K — Kxilling:
10.1.7. In this section we will prove:

Theorem 10.1.8. Suppose that the level k is non-negative definite on each simple factor. Then there
is a canonical equivalence

Rep(L£(G)ay, k) = VIG“f,i-mod;‘"‘OCt,
commuting with the tautological forgetful functors of both sides to Vect.
The theorem will be proved in Sects. [[0.3}[10.5
Remark 10.1.9. The statement of Theorem [[0.1.8]is false for x negative-definite:

Indeed, according to Remark [10.1.2 in this case VIC?T,_€ = 0, so the right-hand side in Theorem [10.1.8
is zero. However, according to Remark [10.1.6] the left-hand side is non-zero.

Remark 10.1.10. The statement of Theorem [I0.1.§] is known at the level of abelian categories, in two
cases: either when G is semi-simple and simply-connected or when G is a torus.

When G is semi-simple and simply-connected, this is the statement that for a module M over the
affine Kac-Moody Lie algebra at level x, the following two conditions are equivalent:

(i) The action of the affine Kac-Moody Lie algebra on M integrates to an action of £(G), ,
(ii) When we view M as a chiral module over V¢, (i.e., a factorization module over Vg .. at zo), the

action factors through the integrable quotient chiral module over
h Int,ch
Vo = Vi

When G =T is a torus, the statement of Theorem [[0.1.8] at the abelian level is equivalent to that
of [BDIl Theorem 3.10.14].

20We refer the reader to [GL.C2| Sect. B.14.19], where weak actions of loop groups on categories are discussed.
21However, the forgetful functor Rep(£(G)zq, k) = KL(G, k) is conservative. There is no contradiction here, since
the forgetful functor KL(G, k) — Vect is not conservative.
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10.1.11. Under the assumption on the level k, the category Rep(£(G)az,, ) is known to be semi-simple
(e.g., this can be proved by the same method as in [Ro, Appendix D]). Hence, from Theorem [10.1.8}
we obtain:

Corollary 10.1.12. The category Vglfn—modi%“ is semi-simple.

Remark 10.1.13. The statement of Corollary [[0.1.12]is known at the abelian level. The innovation here
is that it continues to hold at the derived level, i.e., that there are no higher Exts between objects in
the heart.

One may (somewhat recklessly) conjecture that the same holds for any rational VOA.
10.2. Factorization categories with an action of the loop group. Recall the setting of Sects.
S 1 IHS 1.0l

Thus, let A be a factorization algebra category, equipped with an action of £(G)ran, compatible
with the factorization structure.

In particular, A, is a category acted on by £(G)z,, and we can form

(10.3) (A,,)Bt=0-P(Cr6) ¢ D(Grg)-mod®et.

zo

In this subsection we will discuss an additional feature of the above construction in the unital setting.

10.2.1. Let us assume that A is unital and that its unit object 14 is £ (G)-equivariant. In this case,
the action on the unit gives rise to a unital factorization functor

& : D(Gre) — A.

In particular, we can form the object
(10.4) Ress (A™"*0) € D(Grg)-modis®.

10.2.2. We now add the following technical condition: we assume that A is tight, i.e., the functor of
the insertion of the unit

ins. unity, cz, : Az, — Ayg,, z; Sy
admits a colimit-preserving right adjoint (see [GLC2) Sect. C.16.1]).

In particular, this implies that for any z, the object (1a)z € Ag is compact. We impose an even

stronger condition, namely, that (1a). is compact as an object of (A£)£+(G>£.

Proposition-Construction 10.2.3. Under the above circumstances, the objects (10.3) and (10.4)) are
canonically isomorphic.

The rest of this subsection is devoted to the proof of this proposition.

10.2.4. We first construct a map in one direction, (10.3) — (10.4)). By the definition of factorization
restriction, the datum of such a map is equivalent to the datum of a functor

(105) O, : (Azo)fzactmo,D(GrG) LA

factmo
L

~A;, z¢€Rang,
compatible with factorization via ®.
10.2.5. Recall the group ind-scheme £7"7"*8(G)Rran,, , see (8-3). It projects onto £(G)a,, and let us
denote by E+(G)Ranmo the kernel. In particular, we have a short exact sequence
(10.6) 1= £7(G)a = £778(@)y — £(G)ay — 1.
(Note that o (@), identifies also with the kernel of £1(G); — £7(G)4,-)
We can identify

level2®

Grg, 0 =~ £(G): /T (G)s,

level2®
where the right action of £(G)z, on GrGQTj 9 comes from the short exact sequence ({10.6).
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10.2.6. Consider the functor
(10.7) ins. unit{,oyce : Awy — Az

Both categories are acted on by £(G)s,, and the functor (10.7)) is compatible with these actions.
Moreover, (|10.7) factors via a functor

=+
(10.8) ins. unit(,ycp : Auy — (Ag)® Dz
The functor ((10.8) is also compatible with the £(G)q,-actions, where the action on the right-hand

side is via the short exact sequence (|10.6)).

10.2.7. For future reference we note that it follows from the assumptions on A in Sect. [I0.2.2] that
the functor (10.8) admits a colimit-preserving right adjoint.

10.2.8. Recall that
()P = D(Grg, ) @ A

- £(G)zg
Thus, from (10.8]) we obtain a functor
acty r level 3° a+
(10.9) (A2 5 DG, ) @ (AT (O
- £(G)ag
10.2.9. We rewrite the right-hand side in (10.9) as
-+ at+ ot
(10.10)  D(&(@).)*" = ® (Ap)® D= ~D(L(@), (Ag)® (D=,
emer=res (G)y /T (@) LRoTIE(G)e

Now, the action of £(G), on A, gives rise to a functor

(Az)?r (@ Ag.

gmer~reg (G)£

Composing (10.9), (10.10) and (10.11]), we obtain the sought-for functor ((10.5).

The compatibility with factorization against ® follows from the construction.

(10.11) D(£(G).)

10.2.10. We now show that the resulting functor
(1012) (A.Zo)fa(:t$0 ,D(Grg) — Reso (Afactmo )
is an equivalence.

In order to do se, we apply Proposition |[C.10.20] We need to show:
e The functor ((10.12) induces an equivalence between the fibers at zo;

e The functor ® admits a colimit-preserving right adjoint;

e The functor ®,, admits a colimit-preserving right adjoint.

The fact that the first condition is satisfied is automatic. Indeed, at the level of fibers at x¢, the
functor (10.12)) is the identity functor Az, — Ag,-

The fact that ® admits a colimit-preserving right adjoint follows from the fact that (14 )z is compact

(e

as an object of A; , combined with the ind-properness of Grg z.

Finally, let us show that ® admits a colimit-preserving right adjoint. For that it is sufficient show
that both functors (10.9) and (10.11)) admit a colimit-preserving right adjoints.
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10.2.11. The fact that (10.9) admits a colimit-preserving right adjoint follows from the corresponding
fact for (10.8), see Sect. [10.2.7]

For the functor , we write it as a composition
D(L(G)) ™" @ (AT D2 5 D(L(G)) ST D 0 AL o A
and it suffices to show that the second arrow admits a colimit-preserving right adjoint.
Using the £(G)z-action on A,, we rewrite this arrow as
D@ Ay A,
induced by the functor

C'(Grg, g/ Heckeg,—)
—

D(L(G),)*"" (2 ~ D(Grg ./ Heckes, ) Vect .

This implies the desired assertion since Grg,, is ind-proper and Hecke;, is pseudo-proper.

O[Proposition [10.2.3

10.3. Proof of Theorem [10.1.8l

10.3.1.  We consider the factoriztion category KM(g, k) of Kac-Moody representations at level x, see
GLC2, Sect. B.14.22]. It is naturally equipped with a (strong) action of £(G) at level k.

Now, the datum of the central extension £(G), allows us to modify the weak action of £(G) on
KM(g, ), so that the resulting strong action occurs at level 0. The resulting object

KM(g, k) € £(G)-mod
has the universal property that
(10.13)  Functg(a), (C, KM(g, 5)z) ~ Functe(a), -weak (C, Vects), C € £(G)z-mod, =z € Ran,
see [GLC2] Sect. B.14.12].

10.3.2. Taking C in (10.13) to be Vect, we obtain

(10.14)  Rep(£(G)ay, k) == Functe(g),, -weak(Vect, Vect,) = Functe(c), -mod (Vect, KM(g, £)a()-
10.3.3. Consider the object
(10.15) KM(g, k)"0 PG € D(Grg)-mod .

We now perform the crucial step in the proof of Theorem [10.1.8] Namely, we combine (10.14]) with
Theorem [3.1.7] and obtain an equivalence

(10.16) Rep(£(G)g, ) = Wairg gy -mod * (KM(g, ) 070 D(G16))

The equivalence ((10.16) commutes with the forgetful functors to Vect, where in the right-hand side,
the corresponding functor is

oblv

wGrG,Ran—modfaCt(KM(g, /ﬁ)ﬁwt’”o’D(Grc))m0 — KM(g, &) M Vect,

where the second arrow is the tautological forgetful functor.
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10.3.4. Note now that KM(g, ), viewed as a factorization category equipped with an action of £(G),
fits into the paradigm of Sect.

The corresponding factorization functor
® : D(Grg) — KM(g, k)
is the functor of La:,-twisted IndCoh sections, to be denoted et Te., its composition with the
forgetful functor
(10.17) oblvkm : KM(g, k) — Vect
is the functor , to be denoted I',.

Thus, applying Proposition [10.2.3] we obtain that the object (10.15)) identifies with
Respenn (KM(g, £)0).

10.3.5. Let Vacg‘fn be the factorization algebra in KM(g, x) equal to the image of war, under the
functor I'¢"h,

Applying (1.9), we rewrite
WGr g, an-mod ™" (Resrznh(KM(g, r)facteo )) ~ Vacg®, -mod™* (KM(g, k)"0, .

£
10.3.6. Thus, combining, we obtain an equivalence

(10.18) Rep(£(G)ag, k) = Vacy', -mod=et.

0
(see Sect. for the notation), which commutes with the natural forgetful functors of both sides to
Vect.

Remark 10.3.7. Note that the equivalence (10.18]) did not use the assumption that s is non-negative
definite.

10.3.8. By construction
Vg‘fﬂ ~ oblviwm (VacIan,i).
Hence, in order to prove Theorem [I0.1.8] it remains to show the following:

Proposition 10.3.9. The functor

Int fact Int

Int fact
oblvgy : Vacg,, -modyy . — V&, -mod,,

induced by the factorization functor oblvkwm, is an equivalence.

O[Theorem [10.1.8

Remark 10.3.10. As we will see, Proposition[I0.3.9] would be almost tautological, if not not for some ho-
mological algebra “issues” (the idea is that the category KM(g, ) is “almost” the same as V, .-mod™*),

Yet, this issues become fatal when k is negative-definite. (Indeed, as was remarked above, the

equivalence ({10.18)) holds for any «.)
10.4. Proof of Proposition [10.3.9; reduction to the bounded below category.

10.4.1. Note that the chiral algebra VIG“féCh is concentrated in non-positive cohomological degree
Hence, the category Vg‘fﬁ-mod?{ft acquires a t-structure, characterized by the property that the forgetful
functor

oblvvgnN : Vg’f,i—modgf‘ft — Vect

dfact

(which is by definition conservative) is t-exact. Moreover, VIG“f,ﬁ—mo is left-complete in its t-

structure, see [GLC2] Proposition B.9.18].

221y fact, according to Remark [10.1.2} it is actually concentrated in degree 0, a fact that will be used later.
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10.4.2. Note that the factorization category KM(g, k) carries a t-structure in the sense of [GLC2] Sect.
B.11.11] (see [GLC2, Sect. B.14.22]).

Since the functor oblvkm is t-exact and conservative on the bounded below category, we obtain that
the object

Vacet, | x[—1] € KM(g, &) x

is connective.

Hence, by [GLC2| Sect. B.11.16], the category VaCIG"fH -modffoct also acquires a t-structure, charac-
terized by the property that the forgetful functor

oblvVantN : Vaclcnf,.€ —modft‘"‘oct — KM(g, k),
(which is by definition conservative) is t-exact.

Remark 10.4.3. For future reference, we note that the object Vaclé‘fﬁ x[—1] lies in the heart of the
t-structure of KM(g, k) x.

Let us consider Vaclcl;jf,{ x[—1] as an object of KL(G, k) x, where
KL(G, &) = KM(g, &) ° (9.

Recall that the level was assumed non-negative definite (on every simple factor of g). We claim that
in this case, the functor oblviwm, restricted to KL(G, k)4, is actually Conservativﬂ

Indeed, in this case, the compact generators of KL(G, k), have a finite cohomological dimension
(this can be seen, e.g., from the Kashiwara-Tanisaki localization); hence KL(G, k), has no non-zero
infinitely connective objects.

Hence, the fact that V&', [x[—1] = Vg‘ffh lies in the heart of the t-structure implies that the same

is true for Vacg', |x[—1].

10.4.4. In particular, we obtain that the functor oblvif;, appearing in Proposition [10.3.9] is t-exact
(since its composition with OblVVIC?tK, which is t-exact and conservative, is t-exact).

Recall that the source category in Proposition [10.3.9] being equivalent to Rep(£(G)z,, k), is semi-
simple (see Sect.[10.1.11)). Moreover, the same argument shows that its irreducible objects are bounded
below (in fact, that they lie in the heart of the t-structure).

Since the target category is left-complete in its t-structure, we obtain that in order to prove that
oblvi%; is an equivalence, it suffices to show that it induces an equivalence on the corresponding
bounded below categories.

10.5. Proof of Proposition [10.3.9 the bounded below part.

10.5.1. Let Vacg,, denote the factorization unit in KM(g, k). Denote
Vg,,@ = OblVKM (Van,H).

This is the usual factorization algebra attached to g at level k.

23This observation is due to G. Dhillon.
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10.5.2.  The unit for VaLcIG'“fm which is a map

Int
Vacg,x — Vacd.,,

induces a homomorphism
(10.19) Voo — VG
as unital factorization algebras in Vect.

Let us regard Vg,,ﬁ-modfaot as a unital lax factorization category, see [GLC2| Sect. B.11.12]. The
homomorphism (10.19)) allows us to upgrade VIG“fK to a unital factorization algebra in V,, .-mod™®! (see
[GLC2, Setct. C.11.18]); when viewed as such we will denote it by Vg‘ff”h.

The forgetful factorization functor
oblvy, . : Vg.x-mod™* — Vect
induces a functor
(10.20) Vet modis — Ve -mody",
to be denoted oblv{vngtyn.

According to [GLC2| Lemma C.11.19], the functor (10.20) is an equivalence.

10.5.3. The functor oblvkym induces a factorization functor
(10.21) KM(g, k) ~ Vacg, . -mod™*(KM(g, x)) = Vg .-mod™",
to be denoted oblviiy.

We have

oblViA (V&) = Vten

as factorization algebras in Vg .-mod™*.

In particular, oblvii induces a functor
(10.22) Vaclc?’tﬂ -modffoct — Vgﬁfnh-modi%“,

to be denoted oblv%ﬁenh.

Unwinding, we obtain that the functor oblvi%, identifies with the composition

obIvi’ o oblvidy ™.
10.5.4. By [GLC2, Sect. B.11.15], the lax factorization category Vg .-mod™® carries a t-structure in

the sense of [GLC2), Sect. B.11.11]. It is characterized by the property that the (conservative) forgetful
functor oblvy, , is t-exact.

Since Vg‘fjnh is connective, by [GLC2, Sect. B.11.16], we obtain that the category Vg’ﬁf“h—mod%ft
acquires a t-structure, characterized by the property that the (conservative) forgetful functor

Int,enh fact fact
Vg -modg,” — Vg,e-modg — Vect

is t-exact.

In particular, we obtain that the equivalence oblv{,“;N of (10.20) t-exact.
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10.5.5. Hence, in order to prove Proposition [10.3.9} it remains to show that the functor oblv%ﬁienh of
(10.22)) induces an equivalence on the bounded below subcategories of the two sides.

Recall (see Remark [10.4.3) that the object Vacg:", |x[—1] lies in the heart of the t—structur Hence,

its values over all powers of X are bounded below. Hence, for an eventually coconnective object in
KM(g, )=y, the morphisms that define on it a structure of object of Vaclc?f,,i -modi‘"tft take place in the
bounded below subcategories of values KM(g, k) on powers of X.

The same is true for V&, |x[—1] and Vg -mod™*.

Therefore, in order to prove that oblv%ﬁenh induces an equivalence on the bounded below sub-

categories, it suffices to show that the functor oblvii} of (10.21)) induces an equivalence between the
bounded below subcategories of the two sides (evaluated on powers of X).

However, the latter is the assertion of [GLC2, Lemma 4.2.3(a)].
O[Proposition [10.3.9

10.6. An addendum: failure of the coherent version of Theorem [2.1.6l

10.6.1. Parallel to the setting of Sect. one can consider:
e The category £(G)z,-mod™*** of DG categories, equipped with a weak action of £(G)z,;
e The factorization category IndCoh(Grg);

e The functor

(10.23) £(G)4o-mod™ ™ — IndCoh(Crg)-mod?,  C s Cctzo ndCo(Gra),

10.6.2. However, we claim that, unlike Theorem [2.1.6] the functor (10.23)) fails to be fully faithful.
Namely, as we shall presently explain, the functor

(10.24) FunCtE(G)mo_modwcak ((]17 Cz) —

facty, ,IndCoh(Grg) facty, ,IndCoh(Grg)
*>FunCtIndCoh(GrC;)—modffOC"((Cl) o y (Co) 0 )

fails to be an equivalence.

Namely, the right-hand side admits a natural conservative functor to Functpccat(Ci, C2), whose
composition with the functor in ((10.24)) is the natural forgetful functor

(10.25) FunCtE(G)mO_modweak (Cl, CQ) — FunctDGcat(Cl, CQ).
However, we claim that we can find C;, Cs so that the functor ((10.25)) fails to be conservative.

10.6.3. Namely, we take C; = Vect and C2 = Vect,, where x is negative-definite. The left-hand side
in (10.25)) is Rep(£(G)ay, k), and ((10.25) is the natural forgetful functor

Rep(L£(G)zq, k) — Vect .
However, the above functor is zero for negative-definite (see Remark [10.1.6).

APPENDIX A. D-MODULES IN INFINITE TYPE

In this section we (re)collect some facts pertaining to the extension of the theory of D-modules to
algebro-geometric objects of infinite type. The goal is to make sense of the category of D-modules on
the loop group £(G)q,.

A.1. The case of affine schemes. In this subsection we develop the theory of D-modules on affine
schemes (not necessarily of finite type). We will mostly follow [GLC2| Sect. A.4-A.5].

241t is here that we crucially use the assumption that k is non-negative definite.
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A.1.1. Let S be a scheme (not necessarily of finite type). Set
(A1) D'(S) := colim D(So),
S—So

where:

e The colimit is taken over the (opposite of the) category of affine schemes of finite type that
receive a map from S

e The transition functors are given by !-pullback.
Equivalently, for a fixed presentation
(A.2) S~ lién S0,a,
where Sp, are affine schemes of finite type, we have

(A.3) D'(S) ~ colim D(Sp,a).

For an arbitrary S, there is no reason for D' (S) defined in the above way to be compactly generated
or dualizable.

A.1.2. We shall say that an object D'(S) is ind-holonomic it lies in the essential image of

colim D" (Sp.4) — colim D(Sp,) = D'(S).
A.1.3. We set
D.(S) := Functpgcar (D' (S), Vect).
Using Verdier duality, we obtain:
D..(S) ~ lim D(S),

S—So
where the limit is taken with respect to the *-pushforward functors.
In terms of the presentation , we have
D.(S) ~ li;n D(S0,a)-
A.1.4. Since the transition functors in are symmetric monoidal, the category D!(S) carries a
natural symmetric monoidal structure. Its unit object, denoted wg, is the image of ws, for any S — So.
Note that we have a canonical isomorphism

() = %0_1};101 C'(So) ~ %o_l)iggl Endp(sy)(ws,) =~ Endp g (ws)-

In addition, we have a natural action of D'(S) on D.(S).

The category D.(S) has a distinguished object, denoted kg; it corresponds to the compatible family
of functors
D(So) — Vect, S — So
equal to
: !
cohrfn Hom(wsy, f(F)).
S—5Sy=5So

Remark A.1.5. One can describe the object kg more explicitly as follows: let
DY(S) € D.(S)
be the full subcategory equal to

lim D"'(Sp) € lim D(Sp),
S—So S—So

where the limits are taken with respect to the *-pushforward functors.
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Since on the holonomic category, the *-pushforward admit left adjoints, we can rewrite D"°'(S) also
as
colim D™ (Sp),

S—So

where the colimit is taken with respect to the *-pullbacks.
In terms of the latter presentation, kg equals the image of kg for some/any So.
A.1.6. For amap f:S1 — S2 between affine schemes, we have a tautologically defined functor
f':D'(S2) = D'(S1).
Dually, we have a functor
fr : Du(S1) = Du(S2).
A.1.7. Assume now that f is of finite presentation. In this case we can define a functor
f+: D'(81) = D'(S2),
which satisfies base change against !-pullbacks.

Dually, we can define
!
f:Dy(S2) = D.(S1),
which satisfies base change against *-pushforwards. When f is étale, this functor sends kg, — kg, -

A.1.8. Assume now that f is a closed embedding of finite presentation. In this case the functors
1 !

fo:D'(S1) 2 D'(S2) : f'
and
fe:Du(S1) 2 D(S5) : f'

form adjoint pairs.
A.2. Extension to prestacks—the !-version.

A.2.1. The functoriality of D'(=) on affine schemes with respect to -pullbacks allows us to extend
the functor

D(—)": (Sch*)°P — DGCat
to arbitrary prestacks by the procedure of right Kan extension.
Explicitly, for Y € PreStk, we have
!

(A.4) D'(Y) = lim D'(9),

S—Y
where:
e The limit is taken over the (opposite of the) category of affine schemes mapping to Y;

e The transition functors are given by !-pullback.

A.2.2. We shall say that an object of D!(E) is ind-holonomic if its value on each S — Y belongs to
the ind-holonomic subcategory (see Sect. |A.1.2]).

A.2.3. Since the transition functors in (A.4) are symmetric monoidal, the category D'(Y) acquires a
symmetric monoidal structure.
Its unit is the object wy € D'(Y), whose value on every S — Y is wg € D'(S).
A.2.4. By Sect. if f:Y1 — Yo is map between prestacks that is affine and of finite presentation,
we have a well-defined functor
f+«:D(¥1) = D(Y2)

that satisfies base change against !-pullbacks.

Assume now that f is a closed embedding of finite presentation, In this the functors
1

fo:D' (Y1) =2 D'(Y2) : f*

are an adjoint pair.
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A.2.5. Let f again be arbitrary. The functor f' has a partially defined left adjoint, to be denoted fi.
In particular, we can consider the partially defined functor
C.(Y,—) : D'(Y) — Vect,
left adjoint to

kl—)Wg.

Lemma A.2.6. The functor C.(Y,—) is defined on ind-holonomic objects.

Proof. We first consider the case when Y = S is an affine scheme. Let I € D'(S) be obtained as g'(Fo)
for g : S — So, where Sy is an affine scheme of finite type and Fy € DhOI(SO).

Then the sought-for value of C_(S, J) is given by
colim  C..(S, f'(F0)).
s—s45 50
Let now Y be a general prestack and F € D'(Y) be ind-holonomic. Then it is easy to see that
. . |
colim C.(S, f(%))

provides the value of the sought-for left adjoint.

A.2.7. We will denote
C.(¥) := Ce(¥, wy).
Note that the dual of C.(Y) identifies with

C(Y) ~ EndD!(y)(Wg) ~ g‘% EndD!(S) (ws) =~ égqé C(9).

A.3. The case of (non-affine) schemes. In this subsection we study/define the categories D'(—)
and D, (—) on schemes.

A.3.1. Let now Y be a (not necessarily affine) scheme, assumed quasi-compact and separated. Let
S — Y be a Zariski cover, where S is affine, and let S* be its Cech nerve. Consider D'(S®) as a
cosimplicial category under !-pullbacks.

A standard argument shows that the restriction functor
D'(Y) — Tot(D'(5*))

is an equivalence.

In addition, since the morphism in S*® are of finite presentation, we can view D'(S®) as a simplicial
category under *-pushforwards. The functor of *-pushforward gives rise to a functor

(A.5) |D'(5%)] = D'(Y),

and another standard argument shows that (A.5) is also an equivalence.
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A.3.2. We continue to assume that Y is a scheme. Note that we can consider D, (S®) as simplicial
(resp., cosimplicial) category via *-pushforwards (resp., !-pullbacks).

Set

D.(Y) = |(D. (8"

A standard argument shows that the restriction functor
(A.6) D.(Y) — Tot(D.(S*)),
given by l-pullback, is an equivalence.

The category D.(Y) contains a canonically defined object, denoted k-, whose value on the terms
of D.(S®) is kge (see the last sentence in Sect. |A.1.7).

From the equivalences (A.5)) and (A.6]), we obtain that we have a canonical equivalence
Functpgcas (D' (Y), Vect) ~ D.(Y),

One shows that the above constructions is canonically independent of the choice of the cover S — Y.

A.3.3. For amap f:Y1 — Y5 we have a naturally defined functor
fe 1 Du(Y1) = Du(Y2).
This functor can be also thought of as obtained from
f':D.(Y2) = Du(11)

by duality.

A.3.4. We have a natural action of D'(Y") on D.(Y).

We shall call an object
whtke* e DY)
a fake dualizing sheaf, if the functor

!
D'(Y) = D.(Y), Fr FRwi”
is an equivalence.

A.3.5. Let Y be written

(A7) Y ~1limY,,

where the transition maps

are affine.

In this case, it is easy to see that the functor
(A.8) colim D'(Ya) = D'(Y),
defined by !-pullback, is an equivalence.

Similarly, the functor

(A.9) D..(Y) = lim D.(Ya),

defined by *-pushforward, is an equivalence.
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A.3.6. Let f:Y1 — Y3 be a map of finite presentation between schemes.
Using the equivalence , we construct a functor

(A.10) fe:D'(V1) = D'(Y2),

which satisfies base change against !-pullbacks.

This construction allows us to extend the definition of *-pushforward on D'(—) for schematic maps
between prestacks.

Similarly, we construct a functor
D (¥2) = D*(v),
which can also be thought of as obtained from by duality.
When f is a closed embedding, the functors
fo:Da(Y1) 2 Du(Y2) : f
form an adjoint pair.
A.3.7. We shall say that Y is placid if there exists a presentation , where:

e The schemes Y, are of finite type;

e The maps f,, g are smooth,

In this case, the transition functors in (A.8|) preserve compactness, so D' (Y) is compactly generated,
and in particular, dualizable. Hence, in this case D.(Y") is also compactly generated and

D.(Y) ~ (D'(Y))".

For a presentation (A.7) as above, we can rewrite D.(Y) as
(A.11) D.(Y) ~ cogm D(Ya),
where the limit is taken with respect to the *-pullback functors (they are defined thanks to the smooth-
ness assumption).

In terms of this presentation, the object k, equals to the image of k,, for any a.
A.3.8. Suppose that Y is placid, and assume that in the presentation , the transition maps fa, 3
are equidimensional.

A dimension theory for such a presentation is an assignment

a—ds, €Z
such that for a pair of indices and an arrow a — (3 in the category of indices, we have
do — dg = dim.rel.(fa,8)-

Note that a choice of a dimension theory gives rise to a fake dualizing object wifkc‘* € D.(Y).

Namely, in terms of [A11)), wi*** is the image of wy, [~2d,] for some/any a.

A.3.9. Note that if the schemes Y, are smooth and connected, we have a distinguished dimension
fake,*

theory, given by do = dim(Y4). In this case wy’ =ky.

A.4. The case of ind-schemes.
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A.4.1. Let Y be an ind-scheme. Write
(A.12) Y= coliim 7Y,
where Y; are schemes, and the transition maps Y; fZ—>J Y are closed embeddings, and the index category
is filtered.

Recall that the category D’(‘j) is a priori defined, see Sect. Note, however, that the functor
(A.13) D'(Y) — lim D'(V)),
given by !-pullback is an equivalence, where the limit is formed also using the !-pullback functors.

A.4.2. We define
(A.14) D.(Y) := colim D.(Y;),
where the colimit is taken with respect to *-pushforwards.
It is clear that the definition does not depend on the presentation of Y as in Sect.
A.4.3. For a map between ind-schemes
fid1— Y2,
we obtain a well-defined functor

fr : Du(Y1) = Du(Y2).

In particular, we have a well-defined functor

C(Y,—) : D(Y) — D(pt) = Vect.

Suppose now that f is schematic of finite presentation. In this case we also obtain a functor
' :Du(Y2) = Da(Y1).
When f is a closed embedding, the functors
f-:Du(1) 2 D(Y2) : f

form an adjoint pair.

A.4.4. We have a naturally defined action of D'(Y) on D.(Y).

We shall call an object
w;ake,* e D* (y)

a fake dualizing sheaf, if the functor
|
D'(Y) = Du(Y), T FRuw ™"
is an equivalence.
A.4.5. Following [BD2, Sect. 7], we shall say that Y is reasonable if it admits a presentation (A.12]),
where the transition maps f; ; are of finite presentation.

If Y is reasonable, and Z is a closed subscheme of Y, we shall say that Z is reasonable if for some/any
i such that Z C Y;, this closed embedding is of finite presentation.

Reasonable subschemes of Y form a filtered category. A presentation of Y as in (A.12) with Y;
reasonable will be called a reasonable presentation.
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A.4.6. Let (A.12) be a reasonable presentation. In this case the functors
! ! !
fij : D(Y;) = D(Yi)
admit left adjoints.
Hence, using the equivalence (A.13]), we can rewrite
(A.15) D'(Y) ~ colim D'(V;),

(3

where the colimit is taken with respect to *-pushforwards.

Similarly, in the formation of the colimit in (A.14]), the transition functors (f; ;). admit right adjoints.
Hence, we can rewrite

(A.16) D*(Y) ~ 1ilm D*(V3),
where the limit is formed using the !-pullback functors.
Using and , we obtain that for a reasonable ind-scheme Y, we still have an identification
Functpaoat (D' (Y), Vect) ~ D, (Y).
A.4.7. We shall say that an ind-scheme Y is ind-placid if it admits a reasonable presentations who
terms are placid schemes.

Note that using (A.15) we obtain that in this case D'(Y) is compactly generated (and hence dualiz-
able) and D.(Y) is also compactly generated, and we have

D.(4) = (D'(¥))".

A.5. D-modules on the loop and arc groups. In this section we let G be a connected affine
algebraic group (i.e., we are not assuming G to be reductive).
For the duration of this section we will unburden the notation and replace
LH(@)zy ~ £7(G), £(G)ag ~ £(G), Grgaz, ~ Gra.
A.5.1. Write
£H@) ~lim £1(G) /K.
This presentation exhibits £7(G) as a placid scheme. Thus we have:

D'(£7(G)) ~ colim D(£¥(G)/Kn)

n,(—)!
and
D.(£7(@)) ~ lim D(£"(G)/K,) ~ co(l_ir)g D&Y (G)/Kn).

n,(—)«

We have a canonical identification
(A.17) D.(£7(@)) ~ (D'(£T(@)))".
A.5.2. That said, by Sect. we have a canonical identification

D!(2+(G)) = D*(£+(G))z Wet(@) F Ket(a)-

Using this identification, we will simply write

D'(£7(G) = D(£7(@)) := D.(£7(Q)).
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A.5.3. The group structure on £ (G) makes D'(£(G)) into a commutative Hopf algebra in DGCat
(using !-pullbacks), and it makes D.(£"(G)) into a cocommutative Hopf algebra in DGCat (under
*-pushforwards).

The counit and unit in D'(£7(G)) are given by

TYet(e

k
D(pt) = Vect and Vect —' " D'(£7(@)),

I-fiber at 1
—

D'(£7(G)
respectively.
The unit and counit in D.(£"(G)) are given by

k—d1

Vect —3 D.(£7(@)) and D.(£1(Q@))
respectively, where 6; is the *-direct image of k € D(pt) under the unit map pt — £7(G).

et (o
¢ (2—(?)’ ) Vect,

These two structures are obtained from one another by duality, using (A.17).

Remark A.5.4. When using the notation D(£'(Q)), we will view it either as D'(£7(G)) (in the
comonoidal incarnation) or D, (£7(G)) (in the monoidal incarnation), depending on the context.

A.5.5. We now consider the case of £(G). First off, we claim that it is ind-placid as an ind-scheme.
Indeed, write
Grg = “colim” Yj,
where Y; C Grg are closed £7(G)-invariant subschemes.
Denote by Y; the preimage of Y; in £(G). The closed embeddings
Yi =Y,
being obtained by base change from Y; — Yj, are automatically of finite presentation.

We claim that each Y; is placid. Indeed, we can write it as

(A.18) limY; /K,
and/or
(A.19) lim K,\Yi.

Note that these two inverse families are automatically equivalent: for every n there exists n’ such
that the projection
Y = Yi/K,
factors as
(A.20) Y: = Ko \Y: = Vi /K,

and vice versa.

A.5.6. Hence, we obtain that the categories
D'(£(G)) and D.(£(G))
are compactly generated and dual to each other.

Explicitly,
D'(&(G)) ~ lim D'(Y;) ~ colim D'(Y;),
i,(—)! 3,(—)x
while for every 1,
D'(Y}) ~ colim D(Y;/Ky),
(=)'
and

D.(£(G)) ~ lim D.(Y;) ~ c?li)In‘ D..(Y;),
i,(—)! 4 (=)w!
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while for every ¢,
D.(Y;) ~ lim D(Y;/K,) ~ Co(lir)n D(Yi/K»).

n, (=)«

In the above presentations of D!(}Z) and D*(f/i), one can replace the family ﬁ/Kn by Kn\?i.

A.5.7. Note also that we have

(A.21) D'(£(Q)) ~ co(lir;l D(L(G)/K,)
and
(A.22) D.(£(G)) ~ lénﬁ D(L(G)/Kn) ~ C()(lil)l} D(L£(G)/Kn),
and we can also replace the family

n— L£(G)/Kx,
by

n — K\£(G).
A58, Let

waie " € DL(E(@)

be the object equal to the image of
we(e/ i, [~2dim(£F(G)/K.,)] € D(L(G)/K.)
for some/any n under the presentation
D, (£(G)) ~ colim D(L(G)/Ky).

fake,*,L

It is clear that We(a)

is indeed a fake dualizing sheaf, i.e., it gives rise to an equivalence

DY(£(G)) = D.(£(G)), T F@wae "
We define
wae " € DL(L(@))
similarly, using the presentation

D.(&(G)) ~ go(lir)r} D(K\L&(G)).

A5.9. Let pu: G — Gy be the modular character (i.e., the determinant of the adjoint action). Let
deg(u) be the corresponding function

70(£(R)) & 70(&(Gm)) ~ Z.

Proposition A.5.10. The objects wia(lg)*]“ and wia(lg*’R[Z deg(p)] are canonically isomorphic.
Proof. For every i, let

fake,*,L fake,*,R
(A.23) Wy and wy

be the objects of D*(fﬁ-) defined by a similar procedure, using the presentation of Y; as (A.18) and
(A.19)), respectively.
It suffices to exhibit a compatible family of isomorphisms
fake,x,L _, fake,x,R
(A.24) wg = wp [2deg(p)].

i

Note that the objects are associated to the two dimension theories on )71 one attaches to
Y; = Yi/Kn
the integer d,, := dim(£"(G)/K,), and another attaches the same integer to
Y: = K, \Yi.
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It suffices to show that these two dimension theories are in fact equivalent up to the shift by deg(u).
To do this, fix an integer n and let n’ be as in (A.20). The required equality follows from the fact
that the resulting map
Kn' \}/z — K/Kn
is smooth of relative dimension dim(K,/K,) + deg(u).
O

A.5.11. Assume that G is unimodular. In this case, using the identification of Proposition [A.5.10] we
will use the notation

fake,*,L. _ = fake,x ,__ = fake,*,R
e Y ee) T Yo
Thus, wi‘h‘(lg;* gives rise to a canonical identification
! *
(A.25) D' (£(G)) ~ D*(£(Q)).

We will use the notation:
! *
D'(£(G)) = D(£(G)) := D™ (£(G)).
A.5.12. The structure of group-object in ind-schemes defines on D'(£(G)) a structure of commutative
Hopf algebra, and on D.(£(G)) a structure of cocommutative Hopf algebra.

These two structures are obtained from one another by duality.
Remark A.5.13. When using the notation D(£(G)), we will view it either as D'(£(G)) (in the
comonoidal incarnation) or D, (£(G)) (in the monoidal incarnation), depending on the context.
APPENDIX B. CATEGORICAL REPRESENTATIONS OF (LOOP) GROUPS

In this section we (re)collect some facts pertaining to the notion of action of a group on a category.
We start with groups of finite type, and then develop the theory for the arc and loop groups.

B.1. The case of groups of finite type. In this subsection, we let H be an affine algebraic group
(of finite type).

B.1.1. We consider D(H) as a monoidal category in DGCat under convolution. We set
H-mod := D(H)-mod.
Note that Verdier duality identifies D(H) with its own dual. This allows us to view D(H) as
comonoidal category via
D(H) ™ D(H x H) ~ D(H) ® D(H).
We can tautologically interpret H-mod as D(H )-comod for this structure.

B.1.2. Push-forward (resp., pullback) with respect to the diagonal map extends the above monoidal
(resp., comonoidal) structure on DGCat to a structure of cocommutative (resp., commutative) Hopf
algebra object in DGCat. This structure endows H-mod with a symmetric monoidal structure, com-
patible with the forgetful functor

(B.1) H-mod — DGCat .
The unit of this symmetric monoidal structure is a copy of Vect, equipped with the trivial action of
H, i.e. the coaction map
Vect — D(H) ® Vect ~ D(H)

is the functor k — wg.
The corresponding action map
D(H) ~ D(H) ® Vect — Vect
is the functor of de Rham cochains, denoted C'(H).



90 LIN CHEN, YUCHEN FU, DENNIS GAITSGORY AND DAVID YANG

B.1.3. As is the case for modules over Hopf algebras, an object of H-mod is dualizable if and only if
its image under (B.1) is dualizable, and the functor (B.1]), being symmetric monoidal, commutes with
duality.

B.1.4. Let F: Cy — Cz be l-morphism in H-mod, and suppose that F' admits a left (resp., right)
adjoint, when viewed as a 1-morphism in DGCat. We claim that this adjoint then exists in H-mod.

Indeed, a priori F¥ (resp., F®) will be op-lax (resp., lax) compatible with the action of D(H).
However, it is easy to see that the fact that H is is a group (as opposed to a monoid) forces any op-lax
(resp., lax) compatible functor between module categories to be strictly compatible.

Indeed, for a point S-point h of H and a lax-compatible functor F' : C; — C,, the morphism
Foh*hoF
(viewed as a natural transformation beween functors C; ® D(S) = C2 ® D(S)) admits an inverse given
by
hoF~hoFoh ‘oh ' hohiloFoh’:Foh,
and similarly for op-lax functors.
B.1.5. Note that the Verdier duality identification
(B.2) D(H)" ~ D(H)
is compatible with the structure of object of (H x H)-mod on the two sides.
In particular, the left and right adjoints of the forgetful functor are canonically isomorphic.
Remark B.1.6. Note that we can also interpret as follows: the functor

counijt

D(H) @ D(H) “™ 8% D(H) ‘25 Vect
is a duality pairing, which differs from the Verdier one by the inversion operation on H.

This pairing makes D(H) into a Frobenius algebra in DGCat.

B.1.7. For C € H-mod, set
C" := Functg_moa(Vect, C).
We have a pair of adjoint functors
oblvy : CH =2 C: AVE.
B.1.8. Consider the category Vect. The forgetful functor
oblvy : Vect? — Vect

is comonadic with the comonad in question is given by tensor product with C'(H), on which the
coalgebra structure is induced by the group structure on H.

Equivalently,
Vect™ ~ C.(H)-mod,
where C.(H) is an algebra via the group structure on H.

The category Vect™ carries a natural (symmetric) monoidal structure. It corresponds to the struc-
ture on C' (H) (resp., C.(H)) of commutative (resp., cocommutative) Hopf algebra.

B.1.9. For any C, the category C¥ is naturally tensored over Vect”. The comonad
oblvy o AvZ
on CH is given by tensoring with the coalgebra object
Avi (k) € Vect™ .
Note that the underlying object of Vect, i.e., oblvy o AvZ (k), identifies with C (H).
In particular, this implies that the functor oblvy : C¥ — C is fully faithful if H is unipotent.
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B.1.10. For C € H-mod, let Cx € DGCat be the object such that
FunCtDGcat(CH, Co) = FunctH_mod(C, Co), Cy € DGCat,
where H acts trivially on Co.

Note that the functor

AvE.c - CH
is H-invariant, and hence gives rise to a functor
(B.3) Cy — C".

B.1.11. We have the following basic assertion, see, e.g., [Gad, Theorem B.1.2]:
Proposition B.1.12. The functor (B.3) is an equivalence.

Corollary B.1.13. Let C € H-mod be dualizable as a DG category. Then CH is also dualizable and
we have a canonical equivalence

(CH)\/ ~ (C\/)H
Corollary B.1.14. For C;,C2 € H-mod, we have a canonical equivalence

C, ® Cor~ (Cl ® Cz)H.
D(H)

Corollary B.1.15. The functor
C+— C", H-mod — DGCat
commutes with colimits and tensor products by objects of DGCat.

B.2. The case of arc groups. In this and the next subsections we keep the notational change from

Sect. [A5l

B.2.1. We set
£7(G)-mod := D'(£7(G))-comod ~ D, (£7(G))-mod.
The entire discussion in Sect. is applicable in this case. Moreover, as we shall see below, the
study of £ (G)-mod reduces to that of H-mod for finite-dimensional quotients £1(G) = H.

B.2.2. For C € £7(G)-mod and an integer n, let e, be the endofunctor of C equal to oblv, o AvEn.

Note that e, can be thought of as the action of

kye, € Du(£7(G)).
The essential image of e,, is the full subcategory
ctcc.

Since K,, is normal in £%(G), the category CX is stable under the £+(G)-action, i.e., forms a
subobject in £%(G)-mod. Moreover, the action of £7(G) on C¥n factors through £7(G)/Kn.
B.2.3. Consider the colimit
(B.4) colim C*n

n

formed in £%(G)-mod, where the transition functors are the natural inclusions.

Since the index family (i.e., Z=°) is filtered, the underlying DG category of (B.4) is a similar colimit
taken in DGCat.

Note also that since for n1 < n2, the embedding
CKnl s CKn2
admits a right adjoint, we can rewrite (B.4) also as
(B.5) lim C*,

where the limit is taken with respect to the above averaging functors.
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B.2.4. We have a tautologically defined map in £7(G)-mod
(B.6) colim C*" — C.

n

We claim:
Proposition B.2.5. The map is an isomorphism.

Proof. Since the forgetful functor
£%(@)-mod — DGCat

is conservative, it suffices to show that the functor is an equivalence of DG categories.

Since the category of indices is filtered, and each CX» — C is fully faithful admitting a colimit-
preserving right adjoint, it follows automatically that the functor is fully faithful.

Hence, it remains to show that it is essentially surjective. Il.e., it suffices to exhibit any object of C
as a colimit of objects belonging to C* for some n. In fact, we claim that for any ¢ € C, the naturally
defined map

(B.7) co}lim e,(c) > C
is an isomorphism.
Indeed, follows from the isomorphism
co}lim k K, = o1

in D.(£7(G)).
O

B.3. The case of loop groups. We finally consider the case of £(G), and define what we mean by
categories acted on by it.

B.3.1. We define
|

£(G@)-mod := D (£(G))-comod = D, (£(G))-mod.
Remarks as in Sect. apply equally well to £(G)-mod.
B.3.2. For C € £(G)-mod, set
Cct@ = Functge(g)-mod (Vect, C).
In particular, we can consider the (symmetric monoidal) category Vect®(%).
B.3.3. We claim:

Lemma-Construction B.3.4. There is a canonical equivalence of symmetric monoidal categories
Veet* (@) ~ C.(£(G))-mod,
compatible with the forgeftul functors to Vect.
Proof. For V € Vect, its lift to an object of Vect®(@ is a datum of structure of an object of
Tot(D'(£(G)*))

with terms wegye ® V, where £(G)*® is the simplicial ind-scheme constructed out of £(G), viewed as a
group-object in ind-schemes.

Such a datum amounts to an isomorphism
(B.8) wee) ®V 2 wea) @V,
in D'(£(Q)), satisfying the natural associativity conditions.
The map — in gives rise by adjunction to a map
(B.9) C.(2(6)) 8 V = CL((G) we(@) ©V = V,
and the associativity datum on is equivalent to the associativity datum for .
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Vice versa, starting from we construct a map — (B.8)), and the associativity for implies
that (B.8]) is automtically an isomorphism.

O

B.3.5. Consider D.(£(G)) as an object of (£(G) x £(G))-mod. This can be either done by viewing
D.(£(G)) as a bimodule over itself. Or, equivalently, we can view D.(£(G)) as the dual (inside
(£(G) x £(G))-mod) of D'(£(G)), viewed as a bi-comodule over itself.

Let us now assume that GG is unimodular. Recall the object
Wity € D-((G)),
see Sect. [A5.11]
Its interpretation as wf;(kés*’L implies that it is naturally an object of
D.(&(G)" D7,
where the superscript “L” refers to the left action of £(G) on D.(£(Q)).

Similarly, its interpretation as wﬁg’)*ﬂ implies that it is naturally an object of

D.((G))* "
However, we claim:
Lemma B.3.6. The object wg‘(kcc)* naturally lifts to an object of
D*(s(G))E(G)XE(G)
Proof. We have to show that for points g1, g2 € £(G), the diagram

fake,*

(91 we) 92— g1- (w?(kce’)*) - g2)

Nl JN

fake,*,L fake,*, R
(91 “Weia) ) - 92 g1 - (wg(c) ) '92)
fake,*,L fake,*,R
(B.10) Gy 92 91 We(c)
fake,*, R fake,*,L
cG) 92 91" %e(a)
fake,*, R fake,*,L
2(G) - Ye(a)

commutes, along with the higher compatibilities.
First, we claim that the higher compatibilities hold automatically, since
fake,x,[  fake,*,L .
U-Com(w;(é)* ,w&ce)* )~ C(L£(G))
is coconnective.

Hence, we only need to check the commutation of (B.10) up to homotopy. However, the latter
follows immediately from the construction of the isomorphism of Proposition
d

As a corollary, we obtain:

Corollary B.3.7. The isomorphism (A.25|) lifts to an identification of objects in (£(G) x £(G))-mod.
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Corollary B.3.8. The left and right adjoints to the forgetful functor
£(G)-mod — DGCat
are canonically isomorphic.
Remark B.3.9. Remark [B.1.6] applies here as well for the pairing
D.(£(G)) ® D.(£(G)) ™28 D, (£(G)) ~ D' (£(G)) ‘3" Vect .
This pairing makes D, (£(G)) into a Frobenius algebra in DGCat.

B.4. The case of a reductive G. Up to now, the discussion of £(G) was valid for any affine algebraic
group G. We will now assume that G is reductive, and exploit some special features of this case. The
key to what we are about to say is that for G reductive, the affine Grassmannian

Grg == £(GQ)/£7(G)
is ind-proper.
B.4.1. We claim:
Proposition B.4.2. The forgetful functor

0b1v£(G)~>£+(G) : C£<G> — C£+<G)

+
admits a left adjoint, to be denoted Avf: (©)=2(6)

Proof. Note that we can interpret CTO) a5
(D(Gre) ® C)*(9,
Hence, it suffices to show that the functor
Vect — D(Grg), k— warg
admits a left adjoint in £(G)-mod, or equivalently, in Vect.
However, the left adjoint in question is provided by C'(Grg, —).

B.4.3. Set
Sphg == D (£(G))% (@*eT(@),
The usual Hecke algebra construction shows that the monoidal structure on D, (£(G)) induces one
on Sph,. Moreover, for every C € £(G)-mod, we have a canonical action of Sphg on cere.

B.4.4. Note that we can consider wia(kg)*

: fak
such, let us denote it by wWipeepa-

as an associative algebra object of Sph,; when viewed as

Unwinding, we obtain that the monad
L N
(B.11) oblve gy et () OAV!L (@)~£(q)

acting on C%" (%) is given by the action of wizke

Therefore, by the Barr-Beck-Lurie theorem, we can identify
C2@) ~ lker od(CT (@),
B.4.5. Let C be an object £(G)-mod. Let Cg () be the object of DGCat such that
FunctDGcat(Cg(G), Co) ~ Functg(g),mod(C, Co)7 Cy € DGCat,
where in the right-hand side, Cy is considered as equipped with the trivial £(G)-action.
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B.4.6. For C € £(G)-mod and Cy € DGCat, let us view Functpgcat(C,Co) as an object of
£(G)-mod via the action on the source.

By Proposition (applied to £1(G)), we have
(B.12) FunCtD(}cat(C, Co)SJr(G) ~ FunCtD(;cat(CLHr(G), Co).

Unwinding, we obtain that the action of wi?é‘fk: on the left-hand side corresponds to the action of

fak . . .
Wheare on the source in the right-hand side.

B.4.7. Take Cy = CE(G), and consider the object of the category FunctDGCat(C£+(G>,C£(G)) given
+ ot a

by AV;‘3 (@)= gince the functor Av,L (@=L9) 5 acted on by the monad (B.11)), we obtain that

the above object lifts to an object of

ake,*x +
wgé‘ck’e—mod(FunctDGCac(C)3 (@) Cyp)) ~

. +
~ wi?i‘cek’c—mod(FunctDGCat(C, Co)): (G)) ~ Functpgcat(C, Co)ﬁ(c).

o+ o
Thus, the functor Av!L (©)=2£(6) may be viewed as a point in

Functe()-moa(C, CS(G>) ~ Funct(Cg(q), CS(G)).
B.4.8. We have (see [Gadl, Theorem D.1.4(b)]):
Proposition B.4.9. The above functor
Cee) — CH9.
is an equivalence.
B.4.10. From Proposition [B-4.9] we obtain:
Corollary B.4.11. Let C € £(G)-mod be dualizable as a category. Then C*%) is also dualizable and

we have a canonical equivalence
(CS(G))\/ ~ (C\/)}.‘.(G)
Corollary B.4.12. For Cy,C; € £(G)-mod, we have a canonical isomorphism

C, X Cy ~ (Cl X CQ)E(G).
D.(£(G))

Corollary B.4.13. The functor
C— C*9  g(G)-mod — DGCat
commutes with colimits and tensor products by objects of DGCat.
Remark B.4.14. One can rewrite the natural transformation in Proposition [B:4.9] also as follows.

Let G be an arbitrary unimodular group. As is the case for an arbitrary augmented algebra A,
which is isomorphic to its own dual as a bimodule, there is a canonical natural transformation

(B.13) Ma — M*, M e A-mod.

Unwinding, one can see that (B.14) is the map (B.14) for A := D.(£(G)) € DGCat.
Note, however, that the resulting natural transformation

(B.14) Cy(q) — C*@
will not in general be an isomorphism, unless G is reductive.

For example, if G = N is unipotent and C = Vect, the natural transformation (B.14) will be zero.
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APPENDIX C. FACTORIZATION CATEGORIES AND MODULES

Most of the material in this appendix, except Sect. - Sect. [C.13] follows [GLC2l Sect. C]. The
reader is referred to loc.cit. for more details.

C.1. Unital factorization spaces.

C.1.1. A categorical prestack is a functor
(Sch*™)°P — Cat .

Let
CatPreStk := Fun((Sch®™)°P, Cat)

be the 2-category of categorical prestacks.

C.1.2. Given a categorical prestack Y, its value at an affine scheme S is denoted by Y(S). By Yoneda’s
lemma, objects in Y(.S) are identified with morphisms S — Y, while morphisms in Y(.S) can be identified
with 2-morphisms

AT

S ¢ Y

NG5
in CatPreStk.

C.1.3. The unital Ran space is the categorical prestack Ran"™! that attaches to an affine test scheme
S the category of finite subsets of Hom(S, X), where morphisms are given by inclusions of subsets.

untl

In particular, a k-point £ € Ran is just a finite subset of closed points of X.

C.1.4. Remark. We warn the readers that we do not require z to be nonempty. In particular, there
is a canonical point # € Ran"""! corresponding to the empty subset. See Sect. for the reason we
make this choice.

Note that Ran"""! is denoted Ran""""* in [GLC2] Sect. C.5].

C.1.5. Let Y be a categorical prestack. A coCartesian space over Y is a categorical prestack Z — Y
such that for any affine scheme S, the functor Z(S) — Y(S) is a left fibration, i.e., a coCartesian
fibration in groupoids.

Dually, we define the notion of Cartesian spaces over Y.

untl

C.1.6. Remark. Roughly speaking, a coCartesian space Ty, unt1 Over Ran is an assignment as fol-

lows.

e For any point z € Ran"™"!, a (usual) prestack T;

e For any z C 2/, a morphism T, — T, that is compatible with compositions.
The above data should depend “algebraically” on z and z’.

C.1.7. Ezample. We have a coCartesian space Grg payunt1 Over Ran""*!

Sect. [T.2.4] while the morphism

such that Grg, is as in

GrG,E — GI"G&/
(for £ C 2') sends (PE, ) to (PE, B x\00).

C.1.8. Ezample. We have a Cartesian space £7(G)ganuntt over Ran"™ such that £7(G); := G(D.),
while the morphism
£H(@)o = £7(G)a
(for z C 2') is induced by restriction along Dy C D,.
C.1.9. Let Y be a categorical prestack. There is a common generalization of coCartesian spaces and

Cartesian spaces over Y. A corr-space over Y is a categorical prestack Z — Y such that for any affine
scheme S, the functor Z(S) — Y(S) is a fibration in correspondences (see [GLC2l C.10]).
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untl

C.1.10. Remark. Roughly speaking, a corr-space Tg,, unt1 Over Ran""" is an assignment as follows.

e For any point z € Ran"™"!, a (usual) prestack T;

e For any z C 2/, a correspondence T  T,c,s — T, or prestacks that is compatible with
compositions.
In particular, we have
Jo > Tace
and
Tacar X7, Torcar 2 Taca

The corr-space Tgayunu is coCartesian (resp. Cartesian) over Ran™™"

Teca (resp. Tycyr — Tp) are invertible.

when the morphisms T, <

C.1.11. Ezample. We have a corr-space £(G)gaauntt over Ran"™! such that £(G), := G(D.),
L(G)ycar = G(Dy \ ), while the correspondence

L(G)z + £(G)zca — L(G)w

(for z C ') is induced by restriction along
®£—> 'Dg/ \&(— DE"

C.1.12. Note that Ran"" is an abelian monoid object in CatPreStk, with the addition map given by

untl untl untl

union : Ran™™" x Ran™™" — Ran"™™", (z,y) — zUy.

For any finite set I, we obtain a map

. 1 1
uniony : H Ran"™ — Ran"™™",
iel

Note that when I = (), this is the map @ : pt — Ran""*.

C.1.13. As in the non-unital case, we consider the disjoint locus
(Ranuntl % Ranun“)disj g Ranuntl % Ranuntl’
which sends an affine scheme S to the category

{(z,y) € (Ran"™' x Ran""")(9) | Graph, N Graph, = (}.

Similarly, for any finite set I, we can define

(H Ram'mtl)disj - H Ran""".

i€l iel

C.1.14. Now a unital (resp. counital, corr-unital) factorization space T is a coCartesian space (resp.
Cartesian space, corr-space) Tgapuntl OvVer Ran""! equipped with a multiplicative structure over the
disjoint loci. In other words, for any finite set I, we have an isomorphism

L1
union;  (Tg,puntt)] (Tie Ran“n“)d_ ~ (H TRanunt!)| (Tye; Ranuntt) |

isj iel disj

and a homotopy-coherent datum of associativity and commutativity. Here union;1 is the change-of-
base along the map uniony.
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C.1.15. Remark. Roughly speaking, a corr-unital factorization space T consists of the following data
e Prestacks T, and correspondences T < Tpc,r — T,/ as in Sect.

e For any finite collection z; C z, (i € I) such that g?ﬂ g; =0 (i # j), ca ommutative diagram

HiEI {IL' < Hie[ ‘TLEQQ > HiGI T&Q

mult(ﬁi) \L lmult(zi Qﬁg) \Lmult(zg)

T‘—’L‘ ~ ‘I\Jzig—@g - ‘I\ng
that is compatible with compositions.

Such a 7 is unital (resp. counital) means when the leftward (resp. rightward) morphisms are
invertible.

C.1.16. Ezample. The corr-space £(G)ganunn — Ran"™! has a natural corr-unital factorization struc-
ture. We denote the resulting corr-unital factorization space by £(G).

Similarly, we have a unital factorization space Grg and a counital factorization space £ (G).
C.2. Crystal of categories over the unital Ran space.

C.2.1. Given a categorical prestack Y, a crystal of categories C over Y is an assignment as follows.

e For an affine scheme S and a morphism y : S — Y, assign a D(S)-module category Cy;
e For affine schemes S1, S2 and a 2-morphism

(C.1) S1
SN
CNEEEE S}
(i.e. a morphism a :y1 o f — y2 in Y(S2)), assign a functor
C.:Cy, = Cy,
intertwining the action of f': D(S1) — D(S2), such that the induced functor
Cy1 ®@n(sy) D(S2) = Cyy

is an equivalence when « is invertible.
e A homotopy-coherent system of compatibilities for compositions.

C.2.2. Remark. Let
Y — (Sch*)°p
be the coCartesian fibration corresponding to the functor Y. Let
CrysCat — (Sch*™)°P

be the coCartesian fibration of 2-categories corresponding to the functor S — D(S)-mod. Then a

crystal of categories C over Y is defined to be a (Schaﬂ)op—functor 9 — CrysCat preserving coCartesian
arrows.

C.2.3. Ezample. We have the constant crystal of categories D(Y) over Y which assignes to y € Y(S) the
cateogry D(S) and assignes to a 2-morphism a the functor f': D(S1) — D(S2).
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untl

C.2.4. Remark. Roughly speaking, a crystal of categories A over Ran is an assignment as follows.

untl

e For any point z € Ran""", assign a DG category Ag;
e For any inclusion z C z’, assign a functor

insycy 1 Ag = Ay

that is compatible with compositions.

The above data should depend “algebraically” on x and z’. This means we also allow z to be affine
points Ran"™(S), and the above data should be contravariantly functorial in S.

C.2.5. Given a corr-space Tg,,unt over Ran"™! under some mild finiteness assumptions, we can

construct a crystal of categories D(T g, untt) over Ran"™"! such that

e For any z € Ran"",

D(Tranunt)e ~ D(T2)
e For any inclusion z C 2/, the functor
insgcy : D(Tragunt )z = D(Tranunti)ar
is given by !-pull-x-push along the correspondence
Tz < Tacar — Tar.

Here the finiteness assumptions are required such that:
e The category D(T5) is Well-deﬁne

e The !-pullback functor D(T;) — D(T,c.) is well-defined, and the *-pushforward functor

D(Tzce) — D(Ty) is well-defined.

e The above !-pulllgack functors and *-pushforward functors have base-change isomorphisms.

untl

C.2.6. Ezample. The coCartesian space Grg gaauntnt — Ran"™" produces a crystal of categories D(Grg)

over Ran"™!, due to the fact that each Gre , is ind-finite type.

untl

The Cartesian space £7(G)gaunn — Ran produces crystals of categories D'(£*(G)) and
D, (£7(Q)), due to the fact that each £1(G), is placid (see Sect.|[A.3.7). Note however that we can
write

D'(£7(G)) = D(£7(G)) == D.(£7(G)
because of Sect. [A.5.2]

untl

Similarly, the corr-space £(G)ganuntt — Ran"™™" produces a crystal of categories D(£(G)).

C.3. Morphisms between crystals of categories. There are two notions of morphisms between
crystals of categories over a categorical prestack Y: lax functors and strict functors.

C.3.1. A lax functor I : C — C’ is an assignment as follows.
e For any y : S — Y, assign a D(S)-linear functor F, : Cy, — Cy;
e For any 2-morphism (C.1)), assign a D(S)-linear natural transformation

Cq
Cy —— Cy/

Cc,——=C,,
c
o

such that it is invertible if « is so.
e A homotopy-coherent system of compatibilities for compositions.

25In fact, we need to consider all finite type affine points z : S — Ran""%!,
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A lax functor F : C — C’ is strict if the above natural transformations are all invertible.

The totality of crystals of categories over Y and lax functors gives a 2-category CrysCat'**(Y).
There is a 1-full subcategory _
CrysCat™"'“*(Y) C CrysCat"™(Y)
with morphisms being strict functors.
We equip CrysCat'®* (Y) with the natural symmetric monoidal structure given by the formula
(C®D)y :=CyQpws) Dy, (y: S —=Y).

C.3.2. Remark. Following Sect. [C.2.2] a lax functor F : C — C' is defined to be a (right-)lax natural
transformation (over (Sch®¥)°P) between the corresponding functors

C,C' :Y - CrysCat

such that its value at any coCartesian arrow in Yis strict, while a strict functor F: C — C' is just a
strict natural transformation.

A 2-morphism in CrysCat'®*(Y) is defined to be a (strict) modiﬁcatio between such lax natural

transformations. In other words, they are 2-morphisms in Funggatryop (?, CrysCat).

C.3.3. Ezample. A lax functor D(Y) — C is called a lax global section of C. It is an assignment as
follows.

e For any y: § — Y, assign an object F, € Cy;

e For any 2-morphism , assign a morphism F, : Cuo(Fy) — F in Cy such that it is

invertible if « is so.

e A homotopy-coherent system of compatibilities for compositions.
The collection of lax global sections of C form a DG category Cb‘”‘, which is denoted I'**(Y, C) in
[GLC2| Sect. C.2].

Similarly, a strict functor D(Y) — C is called a strict global section of C. It is an assignment as above
such that F, is always invertible. The collection of strict global sections of C form a full subcategory
Cj™* C Cy™, which is denoted by ™™ (Y, C) in loc.cit..

C.3.4. Ezample. Objects in
D™(Y) := D(Y)y™ = I'**(Y,D(Y))
are called laz D-modules on Y, while those in
Dstrict (9) — D(y)sytrict ~ l—\strict (%,Q(‘d))

are strict D-modules on Y.

C.3.5. Remark. Following Sect. [C.2.4l roughly speaking, a lax (resp. strict) functor F : A — A’ over
Ran"™! consists of the following data:

untl

e For any point z € Ran"", assign a functor Fy : Ay — Al;
e For any inclusion x C z’, assign a natural transformation (resp. isomorphism)

that is compatible with compositions.

In particular, a lax (resp. strict) global section A of A over Ran"! consists of the following data:
untl

e For any point z € Ran""", assign an object Ay € Ag;

26There is no room for laxness for modifications because 3-morphisms in CrysCat are invertible.
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e For any inclusion x C z’, assign a morphism (resp. isomorphism)
ApcCar  inSpcar (Az) = Agr

that is compatible with compositions.

C.3.6. Given a morphism f : Y — Z between categorical prestacks, there is a symmetric monoidal
functor

f*: CrysCat'(2) — CrysCat'(Y)
given by the formula
(f"C)y = Cy(y),
where y : S — Y is an affine point of Y and f(y) = f oy is an affine point of Z. Note that f* preserves
strict functors, i.e., we have a functor

f*: CrysCat®™*(Z) — CrysCat*"“*(Y)

C.3.7. 1In particular, for any C € CrysCat'™*(Z), we obtain a functor
f o (o)
given by
FunCrysCatlaX(Z.)(D(z')v C)— F\unCrysCatI"x(‘d)(f*D(z’)? fC) ~ FUHCrysCatlax(y)(D(y)v fC).
Note that f' sends C3™" into (f*C)j™".
When C = D(Z), the functor f' sends (lax) D-modules of Z to (lax) D-modules of Y. This construc-

tion generalizes the !-pullback functors for usual (i.e. non-categorical) prestacks.
C.3.8. Remark. Following Sect.|C.2.2] the functor f* is given by precomposing with Yy 2.

untl

C.3.9. Ezample. There is an obvious map Ran — Ran

CrysCat'**(Ran"™"') — CrysCat(Ran).

, which induces a restriction functor

Here we do not need to distinguish CrysCat'*(Ran) and CrysCat*™"***(Ran) because Ran is a usual
prestack.

C.3.10. Let Y and Z be categorical prestacks. The external tensor product functor
— X — : CrysCat'**(Y) x CrysCat'**(2) — CrysCat"™ (Y x 2)
is defined to be
CX D := pr;(€) ® pry (D).
Note that
(G X D)(yyz) ~ Gy RD,
fory:S—Yand z: T — Z.

C.3.11. Warning. For a 2-morphism fi — f2 : Y — Z in CatPreStk, we only have a left-laz natural
transformation

fi = f3 : CrysCat'™(2) — CrysCat'**(Y).

In other words, given a morphism F : C — C’ in CrysCat!®* (Y), we have a canonical 2-morphism

C.4. Unital factorization categories.
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C.4.1. Recall that Ran"™" is an abelian monoid object in CatPreStk (see Sect.|C.1.12).

A wunital factorization category A is a crystal of categories A over Ran"™! equipped with a multi-

plicative structure over the disjoint loci. In other words, for any finite set I, we have an equivalence
(CQ) mult;y : (,IEIANdiSj i) unionf(éﬂdisj
1€

and a homotopy-coherent datum of associativity and commutativity. Here (—)|aisj means restriction

along
( H Ranuntl) ais N H Ranuntl7

i€l iel

see Sect.

C.4.2. Remark. Roughly speaking, a unital factorization category consists of the following data:

e DG categories A, and functors ins,c,/ as in Sect.

e For any finite collection of disjoint points in Ran"™", i.e.,

untl
(z;)ier € (HRan * )disja 1] < oo
iel
assign an equivalence
(03) mult@i) : ®A£7‘, ~ A|_|£-;

(and a datum of associativity and commutatitvity)

such that for two collections (x,):er, (z})icr of disjoint points satisfying z; C z, the following diagram

=g i = L4
commuteﬂ

mult(g,)

(C4) ®A£1‘, —_— A|_| z;

ins i
® z; CT;\L imsuzicuzé

- = o .
®A£; mult(m/') A|_|£;

Note that for I = ), we have a canonical equivalence multy : Vect ~ Aﬂ

C.4.3. Ezample. The constant crystal D(Ran"") is a unital factorization cateogry by identifying both

sides of with
D(( H Ranuntl) disj) )

il
We often denote this factorization category by Vect (because its fiber at any £ € Ran"™"! is Vect).

C.4.4. Ezample. The factorization structures on Grg gapuntt, £7(G)gagunet and £(G)gauunn upgrade
the crystals of categories D(Grg), D(£(G)), D(£(G)) to unital factorization categories.

C.4.5. Variant. We define a unital laz-factorization cateogry to be a crystal of categories A over Ran"™"

equipped with a (right-)laz multiplicative structure over the disjoint loci. This means we replace the
equivalence (C.2) with a morphism in CrysCat*™"**(([],.; Ran“"“)disj):

(C.5) mult; : (J?IA)LﬁSj — unionj (A)]disj-

One may also consider an even weaker notion, where (C.5) is only required to be a morphism in

CrysCatlax(( [Lie: Ran““tl)disj). However, we do not see any application of such a structure.

27This is also a structure rather than a property, and there is a datum of compatibility with associativity and
commutatitvity.

28Note that for I = {1} and z, = 0, we also have an equivalence mult(g) : Ay ~ Ay, which is just the identity
functor.
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C.4.6. Remark. The restriction functor CrysCat'®*(Ran""") — CrysCat(Ran) sends unital factor-
ization categories to non-unital ones.

C.5. Morphisms between unital factorization categories. There are (at least) two notions of
morphisms between unital factorization categories: laz-unital functors and (strictly) unital functors.

C.5.1. Let A and A’ be unital factorization categories. A laz-unital factorization functor F : A — A’
is a morphism F : A — A’ in CrysCat™(Ran"™") equipped with commutative diagrams (for any
finite set I)

(C.6) (RierA)laisj —— unionj (A)|aisj
(BE) | disj l lunion? (E)ais;
(MierA)|ais; — > unionj (A”)]ais;
and a homotopy-coherent datum of associativity and commutativity. Here the horizontal arrows are

the structural equivalences for A and A’ (see (C.2)).
We say F is (strictly) unital if F is contained in CrysCat**"*(Ran""").
C.5.2. Unital factorization categories and lax-unital factorization functors between them form a 2-

category, which is denoted by
UntlFactCat'® "™

The 1-full subcategory of strictly unital factorization functors is denoted by

UntlFactCat C UntlFactCat®"",

C.5.3. Let A be a unital factorization category. A (um'talﬂ factorization algebra in A is defined to
be a lax-unital factorization functor A : Vect — A, where Vect is the unital factorization category
defined in Sect.

Factorization algebras in A form a category, which is denoted by FactAlg(A).
C.5.4. Below is a concrete description of factorization algebras A in a unital factorization category A.
For each finite set I, we have a functor
Flax untl A Flax untl X A Flax untl
H (Ran"™  A) — (H Ran 72_617) — ((HRan )

el 1€l 1€l
that sends

disj’ (J?IA) |disj)

(M3)ier = (M) |aisj,
and a functor
e (Ranur‘“, A) - T (( H Ranu"“)disj, union7 (A)|ais;)
iel
that in turn sends
N — union}(J\I)|disj7
see Sect. Note that the structural equivalence induces an equivalence

multy : I‘lax(( H Ranu"tl) X A)laisj) — rlax (( H Ranuntl)disj , union7 (A)]aisj)-

disj’ (1617
i€l i€l

Unwinding the definitions, a factorization algebra A in A is an object
A € T (Ran"™" A) = AR ou
equipped with isomorphisms (for any finite set I)
(C.7) multy (( 8A)|ais) = union] (A)]ais
(S

29When talking about factorization algebras in a wnital factorization category, we always assume the algebra is
unital.
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and a homotopy-coherent datum of associativity and commutativity.

C.5.5. Remark. Roughly speaking, a factorization algebra A in a given unital factorization category A
consists of the following data:

(i) Objects Az € A, and morphisms
AgcCar @ inSpcar (Az) = Agr

as in Sect. [C:3.5}

(ii) For any collection (x;)ier of disjoint points in Ran"™"

, an isomorphism
(08) M(g,) : mult@i)(&/lgi) i) ‘A|_|£i
that is associative and commutative, where the (invertible) functor mult(,) is as in Sect. [C.4.2f

such that for two collections (z;)ic1, (z})icr of disjoints points satisfying z, C z/, the following diagram

L4
commutes

1

NS iy, cLig; o mult(y,) (KAL) NSz, cug, (Al e,)

- l

i

where

e The left vertical isomorphism is due to (C.4));
e The two horizontal isomorphisms are induced by those in (ii);
e The remaining two arrows are induced by those in (i).

Note that for I = ), we have a canonical isomorphism
myg : multg (k) = Ay,
where multy is the canonical identification Vect >~ Ay.
C.5.6. Ezxample. For any unital factorization category A, there is a unique unital factorization functor
A : Vect — A.

Namely, unitality implies each Az € A is canonically identified with insyc,(Ag), while Ay is canonically
identified with k via the equivalence Ay ~ Vect.

We denote this unital factorization functor by
unita : Vect — A

and view it as an object
unita € FactAlg(A).

The following result is obvious modulo homotopy coherence. A rigorious proof will be provided in
[CF7Z].
Lemma C.5.7. Let A be a unital factorization category. Then unita is an initial object in FactAlg(A).
C.5.8. By definition, for any lax unital factorization functor F': A — A’, we have a functor
(C.9) FactAlg(A) — FactAlg(A'), A+ FoA.
We also write F/(A) := F o A.

In particular, we obtain an object F(unita) € FactAlg(A’). By Lemma there is a unique
morphism
unitas — F(unita).

The following result is obvious modulo homotopy coherence. A rigorious proof will be provided in
[CF7Z].
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Lemma C.5.9. Let F : A — A’ be a laz-unital factorization functor between unital factorization
categories. Then F is strictly unital iff the canonical morphism unita, — F(unita) is invertible.

C.5.10. Variant. The notion of (lax-)unital factorization functors makes sense also for unital lax-
factorization categories (see Sect. [C.4.5). In particular, we can define the object unita for any unital
lax-factorization cateogry

One can consider an even weaker notion of factorization functors, where the commutative diagram
(C.6) is replaced with a 2-morphism

(MierA)|aisj — uniony (A)]disj

(gF)disjl / iunion?(F)disj

(RierA')|aisj — uniont(A’)|aisj.

A morphism F : A — A’ equipped with such a structure is called a laz-unital laz-factorization functor.
Taking A := Vect, we obtain the notion of laz-factorization algebras in a unital lax-factorization
category A’. One can describe these objects as in Sect. [C.5.5| by replacing the isomorphism M(z,)
with a morphism

1€
m(g,) mult@i)(ﬁﬂgi) — ‘AUL;'
C.6. Unital factorization module categories.

C.6.1. Let z, € Ran"™"(Sy) be an affine point. The z,-marked unital Ran space is the category

prestack Ranzgtl over Sy that attaches to an affine test Sp-scheme S the category of finite subsets

y € Hom(S, X) that contain the image of z, under the restriction map

Hom(Sp, X) — Hom(S, X).

Note that there is a canonical morphism Sp — Ran,, corresponding to z, € Hom(So, X).

Also note that Ranj™' = Ran"""!.

C.6.2. Remark. Let Ran"™ — (Sch*)°P be the coCartesian fibration corresponding to Ran"™! (see

Sect. [C.2.2)). We can view z, as an object Ran"" lying over So. By definition, Ran;f;“ is the functor
corresponding to the coCartesian fibration

Ntl aff yop
(Ran™ )Eo/ — (Sch™")°P,
where the source is the slice (a.k.a. comma) category of arrows out of z,.

C.6.3. Recall Ran"™ is an abelian monoid object in CatPreStk, with addition morphism given by
(z,y) = xzUy. Tt is clear that Ran;:“ is a Ran"™-module object in CatPreStk, with the action
morphism given by the same formula

untl untl untl

union : Ran"™ x Rang.~ — Rang,", (z,y) = zUy.
This morphism is well-defined because if y contains (the image of) z,, so does z U y.

As in the non-marked case, for any marked finite set I = I° U {x}, we define the subfunctor

(C.10) (( H Ran“ntl) X Ranggtl)disj C( H Ran“ntl) X Ranzroltl

i€l° i€l°

that contains those (z;,y) such that any pair of graphs of z; and y is disjoint.

30VValrning: Lemma needs A to be a unital (strict-)factorization category, although A’ can be lax.
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C.6.4. Let A be a unital factorization category. Recall its underlying crystal of categories A over
Ran"" has a multiplicative structure over the disjoint loci.

A unital factorization A-module category C at x, is a crystal of categories C over Ran;;'“ equipped
with a multiplicative A-module structure over the disjoint loci, with respect to the Ran"™'-module

structure on Ran;f;“ .

In other words, for any marked finite set I = I° U {0}, we have an isomorphism:
(C.11) acty : (( M A) X C)lai =5 union; (C)|aisj
i€I°
and a homotopy-coherent datum of compatibility with (C.2)). Here

. 61 t1 £l
uniony : ( H Ran"" ) X Ranzrol — Ran;;’
iel°

is the map (z;,y) — (Uz;) Uy, and (—)|aisj means restriction along (C.10).

C.6.5. Remark. Roughly speaking, a unital factorization A-module category consists of the following

dataPT
e For any y € Rangg‘“, assign a DG category Cy;
e For any y C Q’ in Ranzg‘“, assign a functor insyc, : Cy = Cy/;

untl
Zo

e For any finite collection of disjoint points (z;)icre in Ran"*! , assign an

equivalence

and y in Ran

a‘Ct(zi»g) : (® AL,) X Cg E—) C(UL;)Ug
compatible with the equivalences (C.3)).
).

e Commutative squares similar to (|
e Datum of higher compatibilities.

C.6.6. Ezample. Note that the above definitions make sense even for z, = (). In this case, it is easy to
see the following data are equivalent:

(i) A unital factorization A-module category M;
(ii) A (plain) DG category My.
untl

Indeed, given M, we can consider its fiber at ) € Rang™, which is a DG category; conversely given
My, the tensor product

A ® M, € CrysCat(Ran""") ~ CrysCat(Ranj™")

has an obvious unital factorization A-module structure. One can check these two constructions are
inverse to each other.

C.6.7. Example. Let A be a unital factorization category. The pullback of A along the morphism
Rang, — Ran is naturally a factorization A-module at x,. We denote the resulting object by Afecte

C.6.8. Variant. As in Sect. for a unital lax-factorization category A, we can define the notion
of unital lax-factorization A-module categories by allowing act; (see (C.11))) to be non-invertible.

C.7. Morphisms between unital factorization module categories.

317o simplify the notations, in below we pretend z is a k-point. Otherwise certain base-changes are necessary.
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C.7.1. Let F: A — A’ be a lax-unital factorization functor between unital factorization categories.
For unital factorization A-module category C and A’-module cateogry C' at z,, a laz-unital F-linear
factorization functor G : C — C’ is a morphism G : C — C' in CrysCatlax(Ranzgﬂ) equipped with
commutative diagrams (for any marked finite set I = I° LI {0})

((XieIOA) X Q) |disj —= unionj (Q)|disj
(XE)XG)|qisj i union? (G)|ais;
((xiGIOA/) X Ql) |disj — union} (g/)|disj

and a homotopy-coherent datum of compatibility with (C.6)).

When F is (strictly) unital, we say G is (strictly) unital if G is contained in CrysCatS“iCt(Ranzgtl).
In fact, G is automatically unital.

Lemma C.7.2. Let F : A — A’ be a unital factorization functor, and G : C — C’ be a laz-unital
F-linear factorization functor between unital factorization module categories at x,. Then G is strictly
unital.

Sketch. For any affine points y, y’ S = Ran;;‘“ such that y C y', we need to show the following
natural transformation is invertible:

Note that if S = USq is a finite covering by locally closed subschemes such that Gy cyrjg. 1S
invertible for each «, then Gyc, is also invertible. Hence without lose of generality, we can assume
y' = yUz such that yNz = @TUising the factorization structure, the natural transformation G,c,/ can
be identified with o

inspc, ®Id
Ay ® Cg — A ® Cg

Fyc,®ld
FpRGy F:®Gy

1®Cy AL®Cy.

insg Cz ®Id

This implies G ¢, is invertible because Fyc, is invertible by assumption.

C.7.3. Let
UntlFactModCatZ;‘-unu.
be the 2-category such that:

e An object is a pair (A,C), where A is a unital factorization category and C is a unital
factorization A-module category at x;
e A morphism (A, C) — (A’,C’) is a pair (F,G), where F is a lax-unital factorization functor,
and G is a lax-unital F-linear factorization functor.
Let
UntlFactModCat,, C UntlFactModCat,> """

be the 1-full subcategory such that morphisms are strictly unital factorization functors.
We have a forgetful functor

(C.12) UntlFactModCat,” "™ — UntlFactCat "™ (A, C) — A.
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The fiber of this functor at A is

Afmodzft,
the 2-category of unital factorization A-module categories at x,. Note that this category is also the
fiber of the forgetful functor

UntlFactModCat,, — UntlFactCat, (A,C) — A.
See Lemma [C.7.2]

C.7.4. Note that Ranz)“l, together with its Ran""""“module structure, is defined over Sp. It follows
that the symmetric monoidal 2-category

CrysCat(So) ~ D(So)—mod
acts on the fibers of (C.12)). In particular, it acts on A—mod™t,

Zo

C.7.5. Let A be a unital factorization category and C be a unital factorization A-module category
at z,. Recall a factorization algebra A in A is a lax-unital factorization functor A : Vect — A (see

Sect. |C.5.3)).

A factorization A-module C in C is defined to be a lax-unital factorization A-linear functor
C: Vect™*=0 — C.
Here Vect®™*20 is the unital factorization Vect-module category in Sect. [C.6.7)

Pairs (A, C) of factorization algebras and modules in (A, C) form a category, which is denoted by
FactMod(A, C)y,. There is a forgetful functor

(C.13) FactMod(A, C),, — FactAlg(A), (A,C) — A

whose fiber at A is the category
A-mod™*(C),

20

of factorization A-modules in C.

C.7.6. The action in Sect. induces an action of D(Sy) on the fibers of the functor (C.13). In
particular D(Sp) acts on A-mod™°*(C)

Zg-
C.7.7. For C = APz0  we write

f f .
A-modi" := A-mod™" (A0, .

See Sect.

C.7.8. Below is a concrete description of factorization A-modules in a unital factorization A-module
category C.

As in Sect. [C.5.4] for each marked finite set I = I° LU {0}, we have a functor
( H FlaX(Ranuntl7A)) % Flax(Ranzgtl7g) N Flax(((H Ranuntl) % Ran;:)\tl)disj’ ((Zg’lé) X Q) |disj)
iel° iel
that sends
(M, F) = (RM;) B F)aisj,
and a functor
Plax(Ran;g‘tl,g) — Flax(((H Ran""") x Ran;g‘tl)disj, union; (C)|aisj )
il
that sends
N — unionj (N)]ais;-
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The factorization structure on C provides an equivalence

acty : l—\lax(((H Ranuntl) % Ranllntl

Zo )disj’
el

N Flax (((H Ranuntl) % Ranuntl) disj? union; (C) ‘disj) .

Zo
el

(B A)RC)lais;) —

el

Then a factorization A-module € in C is an object

Q c Flax(Ran;:tl,g) — Qlax

Ranynt!
equipped with isomorphisms (for any marked finite set I = I° LI {0})
acty (((ZEOA) X €)aisj) — unionj (€)|aisj
and a homotopy-coherent datum of compatibility with .
C.7.9. Unwinding the definitions, we have the following result. A rigorious proof will be provided in
[CF7Z].

Lemma C.7.10. Let A be a unital factorization category and C be a unital factorization A-module
category at x,. For a factorization algebra A in A, the category A—modf“t(C)EO is naturally a DG
D(So)-module categorﬂ and the forgetful functors

A-mod™*(C)y, — '™ (Rany™, C) — Cyy, €+ €+ Cyy

Ty =
are D(Sp)-linear and colimit-preserving.

C.7.11. Ezample. Let (A, Af°t=0) be as in Sect. For a factorization algebra A in A, its restriction
along Ran®™ — Ran""*! defines a factorization A-module in Af*z0. We denote this object by

)

AfaCtEO eA-mOdfaCt(C)z

Zg-*

C.7.12. The following result appears in [GLC2, Lemma C.14.10]. We will provide a more homotopy-
coherent proof in [CEZ].

Lemma C.7.13. Let A be a unital factorization category and C be a unital factorization A-module
category at x,. Then the forgetful functor

unita —modfaCt(C)z — Cg,, C—C

0 Zo

is an equivalence.

C.7.14. By definition, for any lax unital factorization functors (F,G) : (A,C) — (A’,C’) between
unital factorization categories and their modules, we have a functor

FactMod (A, C)., — FactMod(A’,C')z,, (A,C) — (FoA,Go0)
compatible with . In particular, we obtain a functor
A-mod™(C)y, — F(A)-mod™*(C')g,, C+s GoC.
We also write G(€) := G o C.

C.7.15. Variant. As in Sect.[C.5.10, we can define laz-factorization functors between unital factoriza-
tion module categories, and use such a notion to define laz-factorization module objects.

C.8. Change of base. In Sect. and Sect. [C.7] we introduced factorization module structures at a
fixed affine point z, € Ran"""(Sp). In this subsection, we explian how such structures depend on z,.

32In other words, A-modf"“’(C)ﬂ) is presentable and stable, and the acting functors are compatible with colimits.
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C.8.1. Throughout this subsection, we fix the following notations.
Let z, € Ran"™!(Sy) and z{, € Ran"™"'(S}) be two affine points and
(C.14) So

foc o
o

Sy ———~———=Ran
!
Lo

untl

be a 2-morphism in CatPreStk. In other words, « is a morphism in Ran""" (see Sect. .

C.8.2. By construction, there is a canonical morphism
61 61
Rang : Rang,™ — Rang,
untl

defined over the morphism f, : S) — So and compatible with the forgetful morphisms to Ran
Moreover, this morphism is compatible with the Ran"""-module structures on Ran"* and Ran

Zo
(see Sect. |[C.6.3).
untl

It follows that pullback along Ran,

/
=0

untl
2!
=0

— Ranig‘“ defines a functor
(C.15) Qi Un1:lFactModCatlzg“untl — UntlFactModCatl;éx‘untl
compatible with the forgetful functors to UntlFactCaLtl"""unt
In particular, for A € UntlFactCat'®"""!_ we obtain a functor
o A—modf;oc': — A—modz)“.

We write
C‘Ran:?“ = at(C).

0
In the case when fo = idg, is the identity morphism, we write
Prop, c,s =i : A—modffoCt — A—modf;éCt

and call Prop, c.: (C) the propogation of C along z, C zj.

C.8.3. Remark. The construction o +— a4 is compatible with compositions. In fact, one can construct
a coCartesian fibration of 2-categories

UntlFactModCat'®""! — Ran"!

such that its fiber at z is UntlFactModCatZ)x'“ntl, and the covariant transport functor along « is
at. A rigorious construction of this coCartesian fibration will be provided in [CEZ].

C.8.4. Example. Let A be a unital factorization category. The functor
fact fact
ot : A—mod, =~ — A—mod,;

factil

sends Afactzo o AT 20,

33Note that the definition of factorization (algebra) categories is independent of the points z,.
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C.8.5. Let A be a unital factorization category and C &€ A—mod;aOCt. Write

£
C|Ra“;2}“ =a;(C) € A—mod;gt.

The functor (C.15) induces a functor

a; FUHUntlFactModCat};J«untl((VeCt7 Vect™=0) (A, C)) —
f.
- FunUntlFactModCatla,"'“ntl ((VeCta Vect aCtﬁ() )v (A7 (3|Ran“?tl ))
zg zg

By definition, this is a functor
(C.16) ay : FactMod(A, C),, — FactMod(A, C|Ran:?u)%
=0

compatible with forgetful functors to FactAlg(A).
In particular, for A € FactAlg(A), we obtain a functor
(C.17) at s A-mod™*(C)y, — A -modfa°°(C|Rmyﬂ)%.

0
When C = Af°tzo | this gives
(C.18) at : A-mody — A-mod}*
- =0

In the case when f, = idg, is the identity morphism, recall

pr0p£0 Qz{] (C) = C|Ran"?“ .
z,

0

Hence we also denote the functor (C.17) by
Prop, car 1= 0 A—modfaCt(C)% — A—modf‘“t(prop%g% (C)) .

=0

and call propgog%(e) the propogation of € along x, C zj.

C.8.6. Ezample. The functor (C.18) sends A™'=0 to A" See Sect. [C.7.11

C.8.7. By construction, the functor (C.17)) fits into a canonical commutative diagram
A-modf<*(C)

— A-mod®t(C| Ranuptl )zl

0
! -pull

FlaX(RanE)‘“, g) i Flax (Ranuntl’ glRan“?“)a
£0

Zg

/
Zy

where the vertical arrows are the forgetful functors.
On the other hand, the 2-morphim (C.14]) induces a 2-morphism

Sp—T o,

Ranug\tl ]‘;{a‘n;ntl7
) Rang, <0

which induces a natural transformation

!-pull

lax untl pu lax untl

'™ (Rang,",C) ——=T (Ran% s Clranuntt)
x

=0

Cu, - C

’
Zo

111



112 LIN CHEN, YUCHEN FU, DENNIS GAITSGORY AND DAVID YANG

(by the definition of lax sections). Combining these squares, we obtain a canonical natural transfor-
mation

(C.19) A-mod™*(C)y, — A-mod™*(C| Rantptl) )
J/ / l zg
Cu, - C.,
xoCag B

such that the vertical arrows are the forgetul functors.
C.8.8. Remark. The natural transformation (C.19) can be concretely described as follows. For sim-
plicity, we assume Sp = S} = pt.
Let C € A-mod™*(C),, be a factorization A-module in C.
The top horizontal arrow sends C to its l-pullback Cl|g,,unu, which is lax global section C|g,,unu
zh £0
equipped with a canonical factorization A-module structure. Hence the clockwise arch sends C to its
fiber
/
Q‘ﬁo S Cz(/)
at the point z; € Rang,
On the other hand, the counterclockwise arch sends € to the object
insy car (Cy) € Cuy,
where ins, | Cal Cy, — C'£O is part of the structure of C as a crystal of categories (see Sect. [C.2.4)).

Now the value of (C.19) at € is given by the morphism

insﬁogﬁ([) (e ) — Q‘/E[)7

=z

which is part of the structure of € as a lax global section (see Sect. [C.3.5]).

C.8.9. Since the morphism
Rang : Ranzztl — Ranzg‘tl

is defined over the morphism f, : S; — So. The functor intertwines the action of the symmetric
monoidal functor
fa: CrysCat(Sy) — CrysCat(S)),
see Sect. It follows that the functor intertwines the action of the symmetric monoidal
functor
fa : D(S0) = D(Sp).

In particular, we have a canonical functor
(C.20) A-mod™*(C), @p(s) D(S) = A-m0od™ (Clgapuntt) g -
£0
The following result is stated without proof in [GLC2, Sect. C.11.9] (but its non-unital analog is

proved, see [GLC2, Lemma B.9.11]). We will provide a proof in .

Lemma C.8.10. In the above setting, the functor (C.20) is invertible if « is so. In particular, the
functor

—_~

Rang"" — CrysCat, y A-modfaCt(C|Ran5nc1)y

defines a crystal of category

over Raunizltl (see Sect. .

A-mod™°*(C)
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C.8.11. By construction, (C.19)) provides a morphism
(C.21) oblv , : A-mod™*(C) — C
in CrysCatlax(Ranzgﬂ).

untl

C.8.12. In particular, for z, = ? € Ran
‘Amfact — ‘Amfact (Afa‘:t@)

, we obtain a crystal of category

untl

over Ran"™" equipped with a forgetful morphism

oblv,, : A-mod™* — A.

C.9. External fusion. The main goal of this subsection is to explain A-mod°* (see Lemma |C.8.10))
is naturally a unital laz-factorization category via external fusion.

The construction of external fusion for factorization modules was sketched in [Ral, Sect. 6.22] and
[GLC2, Sect. B.11.14]. However, to work with external fusion, especially in a homotopy-coherent way,
it is better to characterize them via universal properties. Recall the tensor product of usual modules
can be defined as the object that corepresents multilinear morphisms. Following this idea, we will define
the fusion product of factorization modules as the object that corepresents factorization multi-functors.
In fact, this approach to external fusion was alluded to in [Ral, Sect. 6.26].

C.9.1. Let Sp be an affine scheme and z; € Ran"""(Sy) (i € I) be a finite collection of disjoint
So-points. Consider the Sp-morphism

. ntl ntl
(C.22) union(g ) : (IIRan;i )/So — Ranl'y, (yz) = Uy,
ic
where the source is the fiber product of Rang™! relative to So. By definition, (C:22) is a Ran"™'-

multilinear morphism, i.e., it is Ran"""-linear in each factor of the source.

Let
(023) (( H Ran;?tl) /So)disj g ( H Ran;?tl) /So

iel iel
be the subfunctor containing disjoint points (gi)ig.
C.9.2. Let A and A’ be unital factorization categories and

C,; € A—modg‘iCt (iel), C' ¢ A/—modfj‘;:,
where [ is a finite set.

Consider the external product of C,; relative to So:

(BC,) /s, :=® pr; (C,) € CI‘ysCatlaX (( H Ranz“)

iel

/So)

and its restriction to the disjoint locus ((C.23)):

((BC;) /s, ) laisi-
Note that for each ¢ € I, the factorization A-module structure on C, induces a factorization A-module
structure on (XC,) /s, with respect to the Ran

(( H Rani?“) /5o ) dis

iel

wtl_module structure on

that comes from the i-th factolPd

34Using the language in Sect. , this means (&gi)/so has a multiplicative A-module structure over the disjoint
unt

loci with respect to the i-th Ran"""-module structure on (([];¢; Ran;’;“)/so)disj.
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Similarly, for each i € I, the factorization A’-module structure on C’ induces a same-typed structure
on
union(*zi) ch |dis;

because the map (C.22)) is Ran"™*!-multilinear.

C.9.3. A laz-unital factorization multifunctor
(F,G): (A, (Ci)ier) — (A',C")
consists of the following data:

e A lax-unital factorization functor F': A — A’;
e A morphism
G: ((ggi)/soﬂdisj — union&i)(gl)\disj

CrysCat"™* ((( H Ran;';“) /So)disj),
i€l
such that for each ¢ € I, G is a factorization F-linear functorﬁ with respect to the i-th
factorization module structures on the source and the target.
For a fixed F, we call
G (Ci)iel — C/
as above a laz-unital factorization F-linear multi-functor.

We say (F, Q) is (strictly) unital if F and G are strict morphisms.

C.9.4. One can mimic the definition of compositions of usual multilinear maps to define compositions
of factorization multilinear functors. Namely, for a given map ¢ : I — I’ between finite sets and
(lax-)unital factorization multifunctors

F.Gir): (A, (Ci)iep-10n) — (A, CL) i eI’
( i€p™ (i) i
and
(F',G") : (A, (Ci)ier) — (A", C"),
there is a canonical (lax-)unital factorization multifunctor
(F'oF,G 04 (Gir)) : (A, (Ci)icr) — (A", C").

A homotopy-coherent construction of these compositions will be provided in [CEZ].

C.9.5. Remark. The notion of A-multilinear functors and their compositions is closely related to the
framework of pseudo-tensor categories in [BDI]. See Sect. for more details.

C.9.6. Remark. Roughly speaking, a lax-unital factorization F-multilinear functor G : (C;)icr — (o
consists of the following data:

e For any disjoint collection of points y, € Ran;:‘“ (¢ € I), assign a functor

G(ﬂi) : ®(Cl)g7 — CL%;

e For two collections (gl) and (y;) as above such that y. C y;, assign a natural transformation

®ins, s
Y; =Y
®&(Ci)y, ———>Q(Ci)y,
G ’
(y;Sy3)
Gw»l = i%;)
’ r
Lly7 insuy cuy’ ug§7

35This is a structure rather than property.
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e For any disjoint collection of points y. € Ran;?“ (i€l),z € Ran"™ (j € J) and a map
¢ :J — I, assign a commutative diagram

(®A2,) ®(@i(Ci)y,) —> @, (®jep-11)Az,) @ (Ci)y,) —— @i(Ci) w12

=i

(®sz)®G(yi>l J/G(ujeél(i)zj)uyi

(®;AL) ® Cly, = C/(\_lgj) Li(uy,)>

J £ ~

where the horizontal equivalences come from the factorization module structures on C; and D.
e Higher compatibilities between the above structures.

C.9.7. Ezample. Let A be a unital factorization category and C € A—modf;[)“. For z € Ran"™(Sp)
such that z Nz, = 0, consider

fac
propgog%ug(C) € Afmod%.zl

see Sect.|C.8.2)). There is a canonical unital factorization A-linear bifunctor
Sect. |C.8.2)). There i ical unital factorization A-li bifunct
facty
(A", C) = prop,, c,,u.(C)
constructed as follows.
By definition, we need to define a strict morphism
(024) (A|Ran2““ !SZ; Q)|disj - g|(1’{an§““xso Ran;g“)disj)
between crystal of categories over (Rani™" x g, Ran;stl)disj), such that it is compatible with the factor-

ization A-module structures coming from both factors. Here the RHS means pullback of C along the

map
untl

1 1
(Ran;nt X 5o Ran;;“ Vaisj — Rang, ", (v, go) —yUy,.

Note that this map factors as

union untl

untl untl untl
X 5o Rang, )aisj — (Ran™" x Rang_ " )disj — Ran

( untl el

Rany
Hence to construct (C.24), we only need a strict morphism
(025) (A X g) |disj — g‘ (Ram‘mt1 XRang‘O‘“)disj

compatible with the factorization A-module structures coming from both factors. However, the factor-
ization A-module structure of C implies there is a canonical isomorphism (C.25)).

C.9.8. Let A be a unital factorization category and
C; e A—]rnodf;iCt (tel), De A—modfua;:
with I being finite. We say a unital factorization A-linear multi-functor
G:(Ci)ier = D
exhibits C' as the fusion product of C; if pre-composing with (ida, G) induces an equivalence between
e the category of lax-unital factorization functors
(A, D) = (A',D")
e the category of lax-unital factorization multi-functors
(A, (Ci)ier) — (A", D)
for any unital factorization category A’ and D’ € A’fmodfj;:.

Note that D, equipped with the multi-functor G, is essentially unique if exists. We write

fact

for this object.
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C.9.9. A detailed proof of the following resulﬂ will be provided in [CF7Z].
Proposition C.9.10. Let A be a unital factorization category and

Ci € A—mody, i€l
with I being finite. Then the external fusion product

fact fact
% C; € A—mod,
exists, and the structural functor

fact

((WC;) /s, laisy = umion{y ) (X Ci)laisy

is an equivalence.
Sketch. It is enough to treat the case I = {1,2}. To simplify the notations, we asssume Sp = pt
(otherwise one just replace absolute products, tensor products below by relative ones).

Consider the Bar simplicial diagram

untl untl untl untl untl

--Ran, " X Ran™" x Ran,,~ = Ran, =~ x Rang,

associated to the Ran"™-modules Ran;‘“. We can restrict to the disjoint loci and obtain a simplicial
diagram

(C.26) -+ (Rany™ x Ran"™ x Rany"")aisj = (Rany™™ x Rang™")aiq;.

For n > 0, let

untl untly Xn untl untl
Unp : (Rangl x (Ran"™)”*"™ x Rang, )disj — Rang (g,

be the union map. Note that these maps provide an augmentation of the diagram (C.26). One can
show this gives an etal hypercover for Ran;?tulb.

The factorization structures on A and C; implies the objects
(C.27) (C, WA™" K C,)laisj € CrysCat™ " ((Rany™ x (Ran"™)"" x Rani"™)qisj)-
are compatible with (C.26]) and pullback functors. One can prove crystals of categories on categorical
prestacks satisfy etale hyperdescent. It follows that there is a unique object
Ce CrysCatsm“((Ran;;ltl X Ran;ztl)disj)

such that u3(C) ~ (C, M A¥® K C,)|aisj. It is easy to see C has a natural factorization A-module
structure and the equivalence
(gl X gz)'disj i USQ
exhibits C as the fusion product of C; and Cs.
O

C.9.11. Ezample. 1t is easy to see (for example from the proof of the above proposition) that the
A-linear bifunctor
(Afactﬂ, C) - prop, g%ul(c)
constructed in Sect. [C.9.7] induces an equivalence
Afacts f%t C~
X C =~ prop,, cyu.(C)-
In particular,

Afact£ f%t Afactzr ~ Afactz\_,z/
= 2~ Uz’
C.9.12. The details for the remaining part of this subsection will be provided in [CFZ].

36In fact, we only need the example in Sect. |C.9.11]
3TA categorical Z is etale over Y if it is a Cartesian space over Y (see Sect. i and the base-change Z Xy S is
an algebraic space etale over Y.
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C.9.13. Let A be a unital factorization category and A be a factorization algebra in A. For a finite

collection of disjoint points z, € Ran"™(Sp), i € I, there is a canonical functor

fact

(C.28) [JA-modg — A-modiis!, (€i)ier — M€
z; z; a
that sends (C;)icr to the lax-unital factorization A-linear functor

VethaCtu&i N Afa‘:tl—lii

corresponding to the lax-unital factorization A-linear multi-functor

(VethaCtEi )ieI (€;) (AfaCtﬂz‘ )iEI N AfaCtUE-; )

One can show the functor (C.28]) is D(So)-multilinear. Hence we obtain a functor

fact
(C.29) Q) A-mody® — A-mody', (Ci)iecr - 5 e,
D(So)

which is called the external fusion functor for factorization A-modules. By construction, we have a
canonical commutative diagram:

C.30 A-modfe® — s A-modfact
D(So) z; z;

| |

®D(SO) Ay, — Avg,,

where the vertical arrows are the forgetful functors, and the bottom equivalence is due to the factor-
ization structure on A.

C.9.14. Moreover, using the universal propery of external fusion, one can show the functors (C.29)
are compatible with the change-of-base functors (C.17). In other words, for any finite set I, we obtain
a strict morphism

mult; : ('@I‘A—modfadﬂdisj — union? (A—modfa“)\disj
1€
in
CrysCatS”iCt((H Ran"™") gigj).-
iel
Finally, using the universal propery of external fusion, one can supply a datum of associativity and

commutativity for the functors mult;. In other words, we obtain a structure of unital laz-factorization
category (see Sect.[C.4.5) on A-mod™*. We denote it just by

A-mod™“* € UntlFactCat.
Moreover, the (C.21)) provides a laz-unital factorization functor
oblv4 : A-mod®™t — A.

By construction, it sends the unit

unit 4_,qfact

of A-mod™* to A € FactAlg(A). Therefore we write

A= unit ;o geer € FactAlg(A-mod™).
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C.9.15. The construction (A,A) — A-mod™* is functorial in A. In other words, for any lax-unital
factorization functor F': A — A’, we have a canonical um’taﬂ factorization functor

F : A-mod™®* — F(A)-mod™*
compatible with oblv.a, oblvp4) and F.
Combining with Lemma we obtain a canonical unital factorization functor
F™™ . A — F(unita)-mod™*
such that oblve(unit,s) © Ferb ~
C.9.16. Variant. Let A be a unital factorization category and A be a factorization algebra in A.
For any C € A—1rnodf;0°t7 one can similarly construct a unital laz-factorization (A-mod™*)-module
category at x,, denoted by
A-mod™*(C),
such that its fiber at z, is the DG category of factorization A-modules in C (see Lemma [C.8.10)). It is
equipped with a lax-unital oblv 4-linear factorization functor

oblv4. ¢ : A-mod™*(C) — C.

C.9.17. Moreover, for a lax-unital factorization functor (F,G) : (A, C) — (A',C’), we have a unital
factorization F°"-linear functor

G : A-mod™*(C) — F(A)-mod™*(C).
In particular, we have a unital factorization F¢"-linear functor

G™ : C — F(unita)-mod™*(C).

Conversely, given any G*™® as above, one can recover G as OblV p(unit o ),C © G°"®. One can check
these two constructions are inverse to each other. In other words, for fixed F' : A — A’ and modules
C and C’, the following two data are equivalent:

e A unital factorization F*""-linear functor
G . C — F(unita)-mod™*(C).
e A lax unital factorization F-linear functor
G:C—C.
C.10. Restrictions of factorization modules.

C.10.1. We say a functor E — B between 2-categories is a (1,2)-Cartesian fibration if

e There are enough Cartesian 1-morphisms. In other words, for any morphism f: v — v in B
and a lifting V € E of v, there exists a lifting F': U — V of f such that for any W € E over
w € B, the following square of categories is Cartesian:

Mapsg (W, U) ——= Mapsg (W, V)

| |

Mapsg (w, u) e Mapsg (w, v)

e There are enough Caresian 2-morphisms. In other words, for objects U,V € E over u,v € B,
the functor
Mapsg (U, V) — Mapsg (u, v)
is a Cartesian fibration.
e The collection of Cartesian 2-morphisms are closed under horizontal compositions.

38The functor _bclow is strictly unital by Lemma [C.5.9} which is also true for unital lax-factorization categories
(including A.modfact)‘ -
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C.10.2. Remark. The theory of (1,2)-Cartesian fibrations is developed in [GHL], [ASI] and [AS2] under
the name of inner 2-Cartesian fibrations. In particular, there is a Grothendieck cosntruction in [AS2)
which says knowing a (1,2)-Cartesian fibration E — B is equivalent to knowing a functor B °P2-°P
2 — Cat.

C.10.3. The following result will be one of the main theorems for [CFZ].
Theorem C.10.4. The forgetful functor

(C.31) Un‘clFactModCat:I;O’"untl — UntlFactCat'™""
is a (1,2)-Cartesian fibration.

C.10.5. We will explain the main ideas of the proof in the next subsection. For now, we deduce some
useful results from it.

C.10.6. The Grothendieck construction in [AS2] provides a functor
(C.32) (UntlFactCat'>"")2-0P10P _ 9 _ Cat,.

In other words, for a laz-unital factorization functor ® : A — B, we have a contravariant transport

functor between the fibers of (C.31):
Res;™' : B-mod;*" — A—mod;".

The construction ® — Resi™! is contravariant. In other words, for a 2-morphism ® — &', we have a

natural transformation

untl untl

Resg: — Resg .

When ® is unital, we also write Resq := Resi™.

C.10.7. Recall that inside any 2-category, there is a notion of adjoint pair of 1-morphisms. Moreover,
a functor between 2-categories always sends adjoint pairs to adjoint pairs. Applying to the functor to

(C.32), we obtain:

Proposition C.10.8. Suppose ® : A = B : ¥ is an adjoint pair in UntlFactCat'®™ " then we
have an adjoint pair
Resj™ : Bfmodz)Ct = AfmodfoCt : Resy™
in 2— Cat. In particular, for M € A—modffoCt and N € B—modf;o“, we have a canonical equivalence
between the following categories:
e The category of unital factorization A-linear functors Resa™ (N) — M;
o The category of unital factorization B-linear functors N — Resy™! (M).

C.10.9. For N € B—mod;%“, the object Resi™ (N) is called the restriction of D along ®. By
definition, it is equipped with a lax-unital ®-linear factorization functor

Resy™(N) —» N,
which is a Cartesian lifting of ® in UntlFactModCatz)"'u““.

In other words, for any test lax-unital factorization functor F : A’ — A and test object M’ €
A’'—mod*, pre-composing with Res#*'(N) — N induces an equivalence between the following

categories:
e The category of lax-unital ® o F-linear factorization functors M’ — N;
e The category of lax-unital F-linear factorization functors M’ — Res#"(N).
Taking A’ = Vect and M’ = Vect™*z0 | we obtain the following result.
Proposition C.10.10. Let ® : A — B be a laz-unital factorization functor and N € B—mod;a;t.

untl

Then for any A € FactAlg(A), pre-composing with Resy " (N) — N induces an equivalence
A-mod™*(Resp™ (N))g, — F(A)-mod™*(N)

Zg-
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C.10.11. Combining with Lemma [C.7.13] we obtain the following result.

Corollary C.10.12. Let ® : A — B be a laz-unital factorization functor and N € B—modg‘;t. There
is a canonical dotted equivalence making the following diagram commute

(Resi"™(N))g, > F(unita) -mod™* (N),

)
l \Loblvz0

N N

Zo Zg-

C.10.13. In particular, for A = Vect, we obtain:

Corollary C.10.14. Let B be a unital factorization category and B € FactAlg(B). For any N €
B—mod;ao‘:t, there is a canonical equivalence

(Resi™ (N))g, =~ B-mod™" (N)y, .

=0

C.10.15. Remark. Let ® : A — B be a unital factorization functor and M € B—modgft. Then the
underlying crystal of categories for Ress (M) can be explicitly calculated as a limit (see Sect.
and Sect. [C.11.11]). For example, the restriction of Ress (M) along the map

untl

X X So—Ran, ~, y—>yUz,
fits into the following Cartesian square (Sect. |C.11.18)):

Rese (M)|xxs, —— M|xxs,

| |

=" (Alx B Mg, ) —— juj" (Mlxxs0),

where

e j: (X xS0\ graph£0 — X X Sp is the complement of the union of the graphs for elements in
zo € X (So);

e the bottom horizontal functor is provided by the factorization B-module structure on M and
the functor ®.

C.10.16. Let g : B — B’ be a morphism in FactAlg(B). The natural transformation Res}™' :

Resi! — Resy™! provides a functor

(Res#"(N))g, — (Resi™ (N))y, .
By the above corollary, we obtain a canonical functor

Res, : B -mod™* (N)z, = B —modf‘“t(N)go.

For N € B’ -mod™*(N),,, its image Res,y(N) is called the restriction of N along g.
C.10.17. Remark. By definition, a (1,2)-Cartesian fibration 7 : E — F induces a Cartesian fibrations

Mapsg (u, v) = Mapsg (7 (u), 7(v))
of 1-categories. Hence Theorem implies the forgetful functor

FactMod(B, N)., — FactAlg(B)

is a Cartesian fibration between 1-categories. It follows from construction that the functor Resy is the
contravariant transport functor for this Cartesian fibration.
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C.10.18.  We now provide a useful criterion to check whether a factorization module category is ob-
tained via restriction. We need the following lemma.

Lemma C.10.19. The forgetful functor
A—modf;oCt — CrysCat(So), M — Mg,
is conservative on 2-morphisms.
Sketch. Let G1,G2 : M — M’ be factorization A-linear functors and « : G1 — G2 be a 2-morphism

between them such that ay, is invetible. For any affine test scheme z : S — Ranigtl, we need to show
o is also invertible.

Suppose z = z,|s LUy can be written as a disjoint union of subsets. Then the factorization structure
implies
(Gi)£: 1\/I£ — 1\/1/£
can be identified with
Id ®(G5)

and the 2-morphism a, can be identified with Id ®ay, |- This implies g is invertible because oy, is
S0.

t Ay ®p(s) Mg s = Ay @p(sy M

!
o zols?

For the general case, we can replace S with a covering of locally closed subschemes such that the
above property holds on each subscheme. This reduces the general case to the above case.
d
Proposition C.10.20. Let
(®,9™): (A,M) = (B,N) : (¥,0™)
be an adjoint pair in Un1:lFactModCatf;"untl such that:
(i) The left adjoint ® is um’taﬂ'
(ii) It induces an equivalence
O" M, =N, ¥
Zg =20 =0 L0
in CrysCat(Sp).
Then the canonical factorization A-linear functor
M — Resi™ (N)
is an equivalence.

Sketch. Using the universal property of Resi™! it is easy to show the given adjoint pair can be written

as the composition o
(A, M) = (A, Resg™ (N))
and
(A, Resi"(N)) = (B, N).
Moreover, by Corollary [C.10.12| and assumption (i), the second pair induces an equivalence
Resi™ (N)y, = Ny, .
Hence by assumption (ii), the first pair also induces an equivalence
M,, = Resy™ (N), .
Now the claim follows formally from Lemma |C.10.19
d

C.11. Sketch of Theorem In this subsection, we explain the main ideas in the proof of
Theorem [C.10.4] A detailed proof will be provided in [CEZ].

391n fact, a standard argument shows that this is automatic.
40gimilar claim is true for any (1,2)-Cartesian fibration.
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C.11.1. Let E — B be a functor between 2-categories. To show it is a (1,2)-Cartesian fibration, one
only needs to show:

(a) There are enough locally Cartesian 1-morphisms. By definition, this means for any arrow
A' — B, the base-change E xg A' — A! has enough Cartesian 1-morphisms.

(b) There are enough locally Cartesian 2-morphisms.

(¢) The collection of locally Cartesian 1-morphisms are closed under compositions.

(d) The collection of locally Cartesian 2-morphisms are closed under both horizontal and vertical
compositions.

In [CEZ|, we will provide a constructive proof for (a) and (b), and use these explicit constructions to
verify (c¢) and (d). In this subsection, we only explain the construction of locally Cartsian 1-morphisms
in

C.33 UntlFactModCat* "™ — UntlFactCat'>"""
Zo

The construction for locally Cartesian 2-morphisms is similar but much simpler.

C.11.2. Let ® : A — B be a lax-unital factorization functor, i.e., a moprhism in the base of (C.33).
Let N be a unital factorization B-module at z,, i.e., an object in the fiber of (C.33) over B. We will
construct a locally coCartesian arrow ®,, : M — N lying over ®.

We can enlarge (C.33) to allow laz-factorization (module)-cateogires:
(C.34) UntlLaxFaLctModCatz)x‘untl — UntlLaxFactCat'>",
By Sect. [C.9:15] and Sect. [C:9.16 the morphism ® factors as

genh . oblvynit
A =— ®(unita)-mod™* — A, B

in the base of , and there is a canonical morphism in the source of
0blVunit 4 N : P(unita) -mod®t (N) - N
that lifts the morphism oblvunit, -
By the universal property in Sect. we only need to show there exists an arrow in
(C.35) M — ®(unita ) -mod™* (N)
that lifts ®°"® such that for any test object M’ € A—modfg)“, it induces an equivalence between:

e The category of unital factorization A-linear functors M’ — M,
e The category of unital factorization ®** -linear functors M’ — ®(unita ) -mod°*(N).

C.11.3. Roughly speaking, the above reduction allows us to get rid of lax-unital functors, with the
caveat that B (and N) is allowed to be laz-factorization.

C.11.4. Now the desired claim (about existence of (C.35)) follows formally from the following two
claims:

(i) The functor
(C.36) UntlLaxFactModCat,, — UntlLaxFactCat

has enough locally Cartesian 1-morphisms.
(ii) Consider the embedding
UntlFactModCat,, — UntlLaxFactModCat,,
and its fiber at an object A € UntlFactCat:
A—modz)Ct — A—mo

laxfact
d;;

The latter functor admits a right adjoint.
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C.11.5. Claim (i) is obvious modulo homotopy-coherent issues.

Namely, for any morphism ® : A — B in UntlLaxFactCat and an object N € B—modlz‘"‘o"fa“7 the
underlying crystal of categories N has a unital laz-factorization A-module structure given by

(R A)RN)|aisj — ((1505) B N) |aisj — unionf(N)|aisj,

i€
where the first functor is given by ®, and the second functor is the lax-factorization B-module structure
on N (see Sect. [C.6.8). In other words, we obtain a canonical object

lax-fact laxfact
Resg (N) € A—mod,,
equipped with a unital factorization ®-linear functor
Res* ™ (N) — N.

One can check this is a locally Cartesian 1-morphism in (C.36). A homotopy-coherent proof using the
language of (generalized) operads will be provided in [CEZ].

C.11.6. Claim (ii) is proved via an explicit construction of the desired right adjoint strictening functor

Stra : A—modz)XfaCt — A—modf;[ft.

In fact, for future reference, we will show the diagram

UntlFactModCat,, —c. UntlLaxFactModCat,,

| i

UntlFactCat ;— UntlLaxFactCat

is right adjiontable along the horizontal directions. In other words, the horizontal functors admit right
adjoints, and the Beck—Chevalley transformation is invertible:

UntlFactModCat,, St UntlLaxFactModCat,,

! i

UntlFactCat <— > UntlLaxFactCat.

Note that the desired functor Stra can be given by the restriction of the top horizontal functor on the
fiber over A.
C.11.7.  We will construct an endo-functor
f : UntlLaxFactModCat,, — UntlLaxFactModCat,,
equipped with a natural transformation p : §f — Id and define

b4 b
Str(A, M) = lim (--- — (A% M) 2EMD,

to be the sequential limit of the #-construction. We will show

(1) The objects Str(A, M) is contained in UntlFactModCat,;
(2) The functor

(A',M") - (A,M))

Fun(—, A*) — Fun(—, A)
is invertible when restricted to UntlFactCat;
(3) The functor
Fun(—, (A*, M")) — Fun(—, (A, M))
is invertible when restricted to UntlFactModCat;,,.
It is clear that these properties imply the claim in Sect.

C.11.8. Remark. The definition of § below might look mysterious, but in fact, it comes from a gen-
eral construction about operads once we reformulate factorization structures using the language in

Sect. [C131
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C.11.9. Let (A,M) € UntlLaxFactModCat,, be a pair. To define its image under §, we need some
notations.

For any finite set I € Fin, we write
ntl
Rp:= (HRanu )disj
icl
and
AI = (_?[A)ldisj S CrysCat(JQ;).
For any marked finite set I = I° U {0} € Fin,, we write

Rr = (( H Ranuml) x Ran;)ltl)disj

iel°
and
M, = ((igoé) X M) |aisj € CrysCat(R;).
The readers should be able to distinguish the marked and non-marked notations based on the context.
For a morphism ¢ : I — J in either Fin or Fin., we have an etale map
unions—,y : Ry — Ry, (gi)iez = (z;)jes
given by z; := | |;cy-1(;) 4, (see Footnotefor the definition of etale maps). One can show the functor
Ti—y :=union;_, ; : CrysCat(R;) — CrysCat(R;)
admits a right adjoint
Tyer := unionj— . : CrysCat(R;) — CrysCat(R;),
and there are base-change isomorphisms between them. In particular, one can prove
(C.37) Tiok oTke 1 2Tierxes 0Trixerst = Trcrxpeisr
C.11.10. Note that the lax-factorization structure on (A, M) provides canonical morphisms
(C.38) Or»y:A; = Ti5(A,) for I,J€Fin
Or—y:M; - Tr—;(M;) for I,J¢€ Fin,.

We have a functor

.39 wArr(Fin) — ryCat(Ran

C TwArr(F CryCat(Ran"""
IS0 = Tayeiss(Ay),

where

e TwArr(Fin) is the category of twisted arrows in Fin. In other words, an object in TwArr(Fin)
is a morphism ¢ : I — J in Fin, while a morphism in TwArr(Fin) is a commutative diagram

¢

[ ——J

I —>¢/ J:

e The functor (C.39) sends the above commutative diagram to the composition

) T{l}e]aJ(GJA,J/)
— T v

T{l}(—[—»J’ (A]’) — T{1}<—I’—>J’(AJ/)7

where the last morphism is induced by the adjunction (T 1, Tr 17).

Tiyer—a(A;

Similarly we have a functor

(C.40) TwArr(Fin.) — CryCat(Rana™")

Zo

(I i> J) = T{O}(—I%J(M])?
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C.11.11. We now define
AY = lim Triye1-s(A;) indexed by TwArr(Fin);
I—J
M = Ihn}] Tioy1—»7(M;) indexed by TwArr(Fin.).

—
Note that there are obvious morphisms
(C.41) AP A M M
given by evaluations at id{;y and id(ey respectively.
C.11.12. We now explain that (&, m) has a canonical unital lax-factorization structure. We will

only do this for A*. The module part can be constructed by replacing non-marked sets with marked
ones.

We will only construct the structure morphisms (for any finite set K € Fin)

(C42) (5 A%)lais — unionic (A%) |y = T 1 (AF),

and leave the higher compatibilities to [CEZ].
We have a canonical morphism

(C.43) (R AY g — lim (X Ty, —a, (Ag,))laiss

keK (Ik—=Jp)kex k€K
by exchanging limits with external products and restrictionﬂ Unwinding the definitions, we have
( k?K Ty 1= (AJk)) laisj =~ Trur,—ur Ay,
Hence we obtain a morphism

LAY ] ~ i
(C.44) (kéEKA )disj — (ijbrg%kek Tkun—un ALy, ~ I‘}IJHAKTKHIHJA‘p

where the last limit is indexed by TwArr(Fin, g ), which is equivalence to the category of twisted arrows
I — J equipped with a map J — K.

On the other hand, one can show Tk _, {1} commutes with limits (see Footnote [41). Hence we have
(C.45) TK%{l}(Aﬁ) =~ Ili_IE‘leK—»{l} oTyer—s(Ay) = }I_IPJ Trerxi—i(Ay),

where the last equivalence is due to the base-change isomorphism (C.37)). Let TwArr(Fin)x be the
category of twisted arrows I — J in Fin equipped with a map I — K. Note that

TwArr(Fin) - TwArr(Fin)g, (I = J) = (K + K x I — J)

is left adjoint to the forgetful functor. It follows that we have a canonical equivalence
K(EI}HHJTKEI*}J(AJ) i Ihln] TK(*KXI%J(AJ)a
where the first limit is indexed by TwArr(Fin)x. Combining with (C.45), we obtain an equivalence

(C.46) Troy(A) = lim Trerss(A,).

Finally, the forgetful functor TwArr(Fin, ) — TwArr(Fin)x admits a right adjoint
(K+«1—-J)»{I—KxJ—=K).
This implies we have a canonical equivalence

(047) lim ]TK(;]*;J(AJ) ~ lim TK&I*)(]AJ.

K<+—I—. I—-J—K

411 fact, the restriction functor f* : CrysCat(Z) — CrysCat(Y) commutes with limits for any map f: Y — Z
between categorical prestacks. This follows from the fact that — ®p(s,) D(S2) commutes with limits for affine schemes

Sl and Sz.
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Now the desired morphism (C.42)) is defined to be the composition
(C.46) " o ([C.47) "' o (C.44).

In [CEZ], we will show these morphisms (when K varies) indeed define an object
A’ € UntlLaxFactCat.

Similarly, we have
(A*, M*) € UntlLaxFactModCaty,.

Moreover, can be upgraded to a morphism
(A, M) — (A, M).
C.11.13.  We now explain claim (1) in Sect. We will only do this for
Str(A) :=lim (--- — A" — A* — A)
The module part can be constructed by replacing non-marked sets with marked ones.

For any integer m, we say a unital lax-factorization category A is m-strict if for any collection of
disjoint affine points z, € Ran""(S), k € K satisfying | U x| < m, the structural functor

mult(z,) : ®p(s)Az, — Aug,

is invertible. Note that A is always (—1)-strict. Also note that A being O-strict is equivalent to
Ay ~ Vect.

To prove claim (1), we only need to show A? is m-strict whenever A is (m — 1)-strict.
We first consider the case m = 0. Unwinding the definitions, we have
Al ~ Jim (Tayer-0(A)))y = Hm (A7) @), = }i_{I}I(A@)W
where recall the limit is indexed by TwArr(Fin). Note that the forgetful functor
TwArr(Fin) — Fin, (I — J) — J
is a weak homotopy equivalence. It follows that

: ®J o 1i ®J ., @0 .,
lim (Ag)™" =~ lim (Ag)™" = (Ag)™" = Vect.

Hence A% ~ Vect as desired.
We now prove the general case when m > 0. We need to show the structural functor
mult@k) : ®D(S)Aﬁ£k — Auugk

is inverible when | U z,| < m. Since the m = 0 case is known, we can assume |K| > 2 and each z; is
non-empty. This implies |z, | < m.

By construction in Sect. [C.11.12] we only need to show the fiber of (C.43)) at
(z4)kex € ( H Ranuntl)disj(S) = Rk (9)
keK

is invertible. In other words, we need to show we can exchange limits with tensor products in the
following expression:

®( lim (T{k}HIk_’JkAJk)gk)/D(S)

I.—J
kek KTk

For this purpose, we prove the following stronger claim: for fixed k € K and any D(S)-module category
G, the functor

C®pes) lim (Tyen—ndy,), = lim oo (Twen-ndy,),,
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is invertible. For this purpose, we prove the following stronger claim: for z € Ran"™'(S) such that
|z] < m, the functor

(C.48) lim € ®@p(s) (Tnye1-74,), > € ®ps) Az
is an equivalence.
Using the assumption that A is (m — 1)-strict, we have
(Tayer-0A,), = (TpyerAg) -
Since the forgetful functor TwArr(Fin) — Fin°?, (I — J) — I is a weak equivalence, we obtain
lim €®n(s) (Tryer-04,), = lim €& (Tye1A;), = €8s (T myApy), ~ €8s As

as desired.

C.11.14. Remark. The above argument is closely related to the notion of pro-nilpotent operads in [FG].
We will explain this in [CFZ].

C.11.15. Note that the equivalence (C.48) says:
Lemma C.11.16. Let A be a unital (m — 1)-strict factorization category. Then the functor AP 5 A

induces an equivalence
AL~ A,

for any affine point x € Ran"™(S) with |z| < m.
C.11.17. In particular, we have shown the restriction of the sequence

Z<o — UntlLaxFactCat, —n — A™
at a point z € Ran"""(S) becomes stable for —n < —|z|. In particular,

Str(A), ~ (A™), for n > |z|.

C.11.18. Remark. In fact, a more elaborate analysis gives

Str(A), ~ (A™), forn > |z| — 1> 0.

For example, a direct calculation shows the restriction Str(A) along X2 — Ran"™ fits into the following
Cartesian square
Str(A)|xz —————> Al x>

| |

JxJ"(Alx B A[x) —— 7.5 " (Alx2),
where

e j: X?\ X — X? is the complement of the diagonal embedding;
e the bottom horizontal functor is provided by the lax-factorization structure on A.

Similarly, one can show
Str(M), = (M™), for n > [z] — [z,.
For example, the restriction of Str(IM) along the map
X xSy — Ranzgtl, y—yuUz,
fits into the following Cartesian square

Str(M)|xxsy —————M|xxs,

| |

=3 (Alx B Mg, ) —— juj" (Mlxxs0),

where
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e j: (X x50\ graph, — X X S is the complement of the union of the graphs for elements in
xy C X(SO);
e the bottom horizontal functor is provided by the lax-factorization A-module structure on M.

C.11.19. Finally, we explain claim (2) in Sect. Claim (3) can be proved similarly by replacing
non-marked sets with marked ones.
Let B be any test unital factorization category. We want to show
Fun(B, A") — Fun(B, A)
is an equivalence. We only explain how to construct the desired inverse functor
(C.49) Fun(B, A) — Fun(B, A"),
and leave the verification to [CEZ].

Let & : B — A be a unital factorization functor. The f-construction is functorial, hence we have a
functor

' B - A%
Since B is oco-strict by assumption, Lemma implies up : B* — B is an equivalence. We now define the

functor (C.49) to be ® — ug' o ®F.
O[Sketch of Theorem [C.10.4

C.12. Induced modules. In this subsection, we fix a unital factorization category A and a unital
factorization A-module category M at z,. For simplicity, we assume z, = xo is a single k-point on X.

Let A € FactAlg(A) be a factorization algebra in A and
oblv : A-mod™*(M),, — M,
be the forgetful functor. We will study the partially defined left adjoint ind 4 of this functor.
C.12.1. Warning. For general A, the functor oblv4 does not preserve limits, because general external
tensor products and !-pullback functors do not preserve limits. In fact, we do not know how to calculate

limits in A-mod™®°*(M),, (although we know they exist by presentability). As a consequence, oblv4
does not admit a left adjoint.

C.12.2. We are going to provide a sufficient condition on A and V such that there exists an object
ind4 (V') such that

HOmA ,modfact(M)zo (indA (V), M) ~ HOIIleO (V, M:Co)~
Such an object ind 4 (V) is called the induced (a.k.a. free) factorization A-module in M.

C.12.3. Remark. More generally, one can ask what are the coCartesian arrows in the Cartesian fibration

(see Sect. |C.10.17))
FactMod(A, M),, — FactAlg(A).

We will treat this problem in [CFZ].
C.12.4. To construct ind4 (V'), we need some notations.

Let X, := X \ zo be the punctured curve and Ran™"! be the unital Ran space for X,. Consider the
map

i Ran"™ x 2o — Ran;g“, (y, o) = y U {zo}.
Note that j induces a bijection between k-points, but is not an isomorphism. In fact, one can check
e Rani™! x z is a Cartesian space over Ranin" (see Sect. [C.1.5);

e For any affine points S — Ran;;‘“, the base-change of j is a finite disjoint union of locally

closed immersions.
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Similarly, for any marked finite set I = I° U {0}, we have a map

(C.50) jr: (HRan‘én“)disj X o — (( H Ran';"“) X Ran;g’“)disj

i€l i€I° iel®

~ (( H Ranu"“) X Ran;g“)disj

given by ((id);er0,j). To simplify the notations, we write it as
ir : R0 X wo — Ry.
Note that we have a functor
©51) 1 i1 TR, Mg, ) — rla"(lszz,o x 20, Mg, . xazy) =
=~ (R0 X @0, Alr; o R Mayy) ~ T (Rr,0, Alz, ) ® Mag,

where the first equivalence is given by the factorization A-module structure on M.

C.12.5. Note that A|Rangnn is a unital factorization category on the punctured curve X,. We denote
this object by
A, € UntlFactCat(X,),

to distinguish it from the object A € UntlFactCat(X). Note that the latter category is denoted just
by UntlFactCat in the rest of this appendix.

By restriction, we also obtain an object

Ao € FactAlg(Ao,).
C.12.6. Similarly, M|Rangnuxz0 is a unital factorization A.-module category at the point @ € Rani"*!
Here we use the identification

(Rangml)@ ~ Ran™" x z, y — (Y, o).

We denote this object by

M, € A,—modi*".
Via the correspondence in Sect. M, is given by the DG category Mg, . It follows that
(C.52) Ao -mod™*(M,)p := Fun (Vect™ M,) ~ Fun(Vect, M) ~ M,,.

By construction, this is just the forgetful functor oblv,

C.12.7. The above equivalence can be proved in a more explicit way.

Given M € Ao -mod°*(M,)g, its fiber My is an object in (M, )y ~ My, ; conversely, given an object
V € M,,, the tensor product
A, RV e '™ (Rant™, A.) ® My, ~ I'"™((Ran™")p, M)

’ 220 =20

has a canonical factorization A,-module structure. One can check these two constructions are inverse
to each other.

C.12.8. Given an object V € M,,, we say it is adapted to A-induction if it satisfies the following
conditions:

e For any marked finite set I = I° U {0}, the partially defined left j;,; to the functor (C.51)) is
well-defined at the object Alx, , KV, i.e., the following object exists:

jI,!((EIAO)disj X V) € FlaX(RI,MMI)
In particular, we have an object
ji(A, V) € I'™(Ranin, M).
e For any marked finite set I = I° U {0}, the canonical (Beck—Chevalley) morphism
ir ((EIﬂo)disj XV) — ((igofio) X1 (A, ®V))]aisi

is invertible.
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C.12.9. Let V € M;, be an object adapted to A-induction. We claim ji(A, X V') can be canonically
upgraded to an object
(Ao ® V) € A-mod™* (M), .
We will only construct the structural isomorphisms (see Sect. |C.7.8)
(C.53) acty (((.?}Oﬂ) R ji(A, ®V))aisj) — union (i (A, B V))laisi,
and leave the higher compatibilities to [CEZ].
By assumption, we have

(C.54) ((BA) B (Ao BV)faisy == (([ B A0) Bt (A BV)) faieg 2 i (A, )ais BIV).
On the other hand, we have a Cartesian square

ir
3{1,0 X g ——> Rg

uniony o \L \Lunionl

Rani™ x zo — Ran;g“
j

such that the vertical arrows are etale (see , This implies the Beck—Chevalley natural transformation

it
I'*(Rp,0 x 20, M|®; , xx0) <~ TR, M|x,)

unionl’oy*l lunionl)*

' (Rang™ x 20, M|gapunti ) <—— '™ (Rang", M)
o ]
is invertible, where the vertical functors are right adjoint to the -pullback functors. Passing to partially
defined left adjoints, we obtain

(C.55) union; (it (A, ® V))|aisj = jr.1 (uniony o (A, B V)laisj)

Via the isomorphisms (C.54)) and , the desired isomorphism is given by applying jr to
actro ((B.A,)ais V) = union] o (A, B V)lais)
which is given by the factorizaiton A -module structure on A, XV (see Sect. .
C.12.10. Modulo issues about homotopy coherence, it is clear
Maps 4 -modfact (M), (i1 (Ao ®V), M) ~ Maps 4 -modfact(M,)g (A WV, M|Rangn“xxo)~
By , the RHS can be identified with
MabpsMw0 (V, Mz,).
Hence we obtain the following result.

Proposition C.12.11. Let A, M, A be as in Sect. Suppose V € My, is adapted to A-induction
(see Sect. , then the partially defined left adjoint ind4 to the forgetful functor
oblv4 : A-mod™*(M),, — M,
is defined on V', and we have
inda(V) ~ji(As B V),
where the RHS is defined in Sect. [C.12.9
C.13. The Ran operad. This subsection serves as an advertisement for [CEFZ|, where all the

homotopy-coherent difficulties in this appendix (as well as those ignored in [GLC2, Appendix B, C])
will be treated by the methods developed in Lurie’s Higher Algebra [Lul.
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C.13.1. In [CFZ], we will rewrite the foundations of factorization structureﬂ using the language of
generalized operads developed in [Lul.

C.13.2. In [Lul Chapter 2], Lurie defined an oco-operad as an co-cateogry O® — Fin, over the category
of marked finite sets that satisfies certain conditions. Roughly speaking, an oo-operad is a colored
operad (introduced by May in [Ma]) enriched over the co-category of spaces, except that the collection
of colors is allowed to form a categoryEl rather than a space/set. Equivalently, an oo-operad is a
pseudo-tensor category (introduced by Beilinson—Drinfeld in [BD1]), but the underlying category is
allowed to be an oco-category.

C.13.3. A generalized oo-operad should be viewed as a family of co-operads parameterized by some
base category C (see [Lul Sect. 2.3]). Just like the usual theory of various types of algebras and
monoidal categories can be developed using the corresponding operads, for any generalized oo-operad
0% — Fin, x€, one can develop the notion of O-monoidal categories and O-algebras in them.

The main idea behind [CFZ] is: there should exist a (classical) generalized operad Ran® parame-
terized by the category Aff of affine schemes, such that

lax-factorization objects in D = Ran-algebras in D,
where D is any symmetric monoidal (0o, 2)-category. For instance,

lax-factorization DG categories = Ran-algebras in DGCat.

C.13.4. The construction of the generalized operad Ran® is easy. For any affine scheme S, we have
a symmetric monoidal category Ran“““(S) with tensor products given by unions of finite sets. In
particular, it corresponds to a (classical) co-operad Ran"""(S)”. We now define

Ran(S)® C Ran"™(5)Y

to be the 1-full subcategory containing of those morphisms that corrspond to disjoint unions. Alterna-
tively, we equip Ran"""(S) with a structure of pseudo-tensor categories, where a multi-map {x;}icr — y
exists iff the points {z;}:cr are disjoint and Uz; C y.

The above construction is contravariantly functorial in S. Hence we have a functor from Aff°? to the
category of (classical) co-operads. Now the generalized operad Ran® is defined to be the corresponding
coCartesian fibration

Ran® — Aff°P.

C.13.5. The main advantage of Ran® is that it provides a natural way to deal with factorization
module structures.

In [Lu, Chapter 3], for any coherent oc-operad O% and a color m € O, Lurie defined the notion
of m-type O-modules for O-algebras, and provided a framework to deal with restrictions and relative
tensor products of such modules, where the higher compatibilities for these constructions are encoded
as certain fibrations of co-categories.

In [CFZ], we will generalize the notion of coherence even to generalized (oo, 2)-operads, and prove:
Theorem C.13.6. Ran® is coherent as a generalized (0o, 2)-operads.

421t is fair to say [Ral is the only homotopy-coherent foundation of factorization categories that exists in the
literature. However, there are several disadvantages in Raskin’s approach which makes it hard to prove results claimed

in Sect.
431t is the category O := 0% xpi,, {0,1}.
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C.13.7. As a result, we can deal with restrictions and relative tensor products of z-type Ran-modules
internal to any symmetric monoidal (oo, 2)-category, such as DGCat, in a way similar to [Lu, Chapter
3].
Note that a color z in Ran® is exactly an affine point z : § — Ran"*"! for some affine scheme S.

We will show, for example, the following two notions are the same:

e A pair (A, M) of a (unital) lax-factorization category A and its module M at z, as defined in

this appendix;
e A pair (A, M) of a Ran-algebra in DGCat and its z-type module M, as defined in [CFZ].

C.13.8. Note that in above, Ran-algebras/modules correspond to laz-factorization algebras/modules.
In [CFZ], we will explain there is an analog between

e A (unital) strict factorization algebra object in a symmetric monoidal category D;

e A (properly defined verison of) monoidal functor Ran — D.
As a consequence, the construction of the strictening functor will be interpreted via monoidal
envelopes and operadic Kan extensions (see [Lul, Sect. 2.2.4 and Sect. 3.1.2]).
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